Elderly Fall Detection by Sensitive Features Based on Image Processing and Machine Learning
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ABSTRACT

The world’s elderly population is growing every year. It is easy to say that the fall is one of the major dangers that threaten them. This paper offers a Trained Model for fall detection to help the older people live comfortably and alone at home. The purpose of this paper is to investigate appropriate methods for diagnosing falls by analyzing the motion and shape characteristics of the human body. Several machine learning technologies have been proposed for automatic fall detection. The proposed research reported in this paper detects a moving object by using a background subtraction algorithm with a single camera. The next step is to extract the features that are very important and generally describe the human shape and show the difference between the human falls from the daily activities. These features are based on motion, changes in human shape, and oval diameters around the human and temporal head position. The features extracted from the human mask are eventually fed in to various machine learning classifiers for fall detection. Experimental results showed the efficiency and reliability of the proposed method with a fall detection rate of 81% that have been tested with UR Fall Detection dataset.

1. Introduction

The number of elderly people (people with the age of ≥ 65 years) is increasing rapidly [1]. Based on the UK Office for National Statistics (ONS), more than 8.6 million people aged 65 or higher will exist in the next 5 decades [2]. The population of the elderly people in Iran according to the statistics of the United Nations in 2019 is 5272000 and it is predicted that this population will reach 8849000 in 2030 [3]. Existing health care systems face many shortcomings in meeting the care needs of the elderly and disabled. An independent life supported by self-monitoring is a suitable solution to the growing population of the elderly with limited budgets to care for them. Current technologies such as environmental intelligence can help the elderly and disabled to live longer in their homes. Falls
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are a relatively common occurrence among the elderly, which can have significant health consequences. Studies have shown that 28% to 34% of the elderly fall at least once a year [6] and falls are the second leading reason for accidental death in more than 87% of the elderly [7]. Falling is one of the main causes of various types of injuries, such as fractures, muscle bruises or brain injuries in the elderly [8]. It is possible that the injured person will remain lying on the ground for a significant period of time before receiving assistance after the fall. Fall detection and alerting systems are unable to prevent falls.

However, these systems can ensure that the person who falls in quickly receives the help quickly, and this can reduce the effects of the accident [7]. Therefore, significant attention should be paid to develop the automatic human fall detection systems [8].

Currently, some of the advanced technologies for alarming of a fall accident are manually, inactive and based on devices that a person is required to push a button during an accident and wears it as a pendant or bracelet. This device is recommended for the elderly who live alone, as well as vulnerable people who have a history of falls and need to be worn constantly throughout the day. In the event of a fall, the victim is forced to push a button to generate a signal that is sent to crisis telecare center. But this approach depends on the level of awareness of the person at the time of the accident, it is necessary to have full mental awareness and cognizant of the required response, otherwise this device is simply decorative. Automatic human fall detection systems are needed to monitor vulnerable people susceptible to falling. A number of new methods of fall detection were established over the past few years to enable seniors to live in their own homes independently while also having acceptable monitoring tools. And this plan requires large-scale monitoring strategy. Ideally, a comprehensive detection system can do this while conserving the individuals’ privacy being monitored. Numerous sensors are used to detect falls, such as cameras, infrared sensors, sound and pressure sensors, accelerometers and others. The development of these sensors has also helped improve fall detection algorithms, especially by reducing the price of cameras. And the development of novel image acquisition like cameras (Xtion, Kinect, etc.). Also, increasing the scope of computer vision has facilitated the deployment and development of computer visual programs. The use of in-depth data due to having an additional dimension has significantly increased the level of reliability and accuracy (in fact it has 2.5 dimensions). The high-level data provided by the OpenNI and Kinect SDK also simplify the division of the human body. With the arrival of Kinect technology in 2011, new research into fall detection has been utilizes using the features of depth sensors like 3D analysis with privacy, thus, more acceptable solutions were provided using deep data (Kinect) in fall detection system.

Research on vision-based monitoring systems to understand human behavior has steadily grown recently [9]. Computer-based image processing systems have provided promising new solutions to help older people stay at home [10]. One of the applications based on video surveillance is the analysis of human behavior and the detection of their unusual behavior.

According to the latest report of the World Health Organization (WHO), every year about 646,000 people die due to falls in the world. The fall is the second leading cause of death due to injury worldwide [11] and at least 1/3 of the elderly fall one or more times a year [12].

There are different types of falls, depending on the direction of the body when falling, and each of them has a different movement. Hence, a detection algorithm is needed to identify different types and minimize false detections. Also, considering privacy issues may negatively affect the choice of a vision-based fall detection system.

In this paper, we focus on the automatic human fall detection from data generated by the camera (or Webcam). This will be based on a monitoring system with low-cost video cameras to track elderly people who living independently.

2. Fall Detection Methods Based on Image Processing

Computer vision-based techniques can provide information about falls and other daily life behaviors. Fall events can be found using an automatic fall detection algorithm via intelligent monitoring systems [13]. Much work was done in the field of visual sensors in fall detection utilizing single, multiple and omni-directional cameras [14-16]. Presently, in-depth cameras such as Microsoft Kinect 2.0 and ASUS Xtion Pro Live was also utilized to detect falls. Kinect is a motion sensing technology that uses an RGB camera and a depth sensor to track a moving object in 3D [17-19]. Depth cameras like the Microsoft Kinect have been used to detect falls. Depth cameras are used to identify human activities. For example, the authors propose a spatial approach based on the skeleton to describe spatiotemporal aspects of a human activity using three-dimensional in-depth images [20]. Two features are calculated from the 3D joint position concluded the spatial and the temporal aspects of the activity. These features are used as input to the random tree algorithm to teach the model of human activity. The trained classified model achieved an accuracy of 80.92%.
The accuracy of a fall detection system must be such that it can be trusted in a real environment. Activities such as lying down may be misdiagnosed and lead to unnecessary alert generation. These movements are described as activities of daily living (ADL) or not falling. Therefore, algorithms must minimize the impact of such events, to increase system reliability, and to reduce false positive (FP).

There are different types of falls, depending on the direction of the body when falling, and each has a different movement. Therefore, a detection algorithm is needed to detect different types and minimize false detections. Also, considering privacy issues may affect negatively the choice of a vision-based fall detection system. A surveillance system should be able to hide some recognizable features, such as people’s faces if needed.

Existing research on fall detection systems is normally based on limited amounts of human fall data (which are not real events, and are generated in a tuned or trained manner).

Recording fall events in real life is a complex process that requires costly infrastructure. Several research groups have documented falls in hospitals and nursing homes, but such data is not limited and available to the public due to copyright and privacy restrictions. An alternative approach is used, such as video recordings of human-simulated falls, in which participants try to guide researchers. Data collection is very common in data science, and collecting fall detection videos faces the following issues:

1) Demographics: For example, fall data and daily activity data, people should be of different ages. Likewise, these individuals with various physical features (e.g. weight, height, delivery) should be examined. Finally, the behavioral characteristics of these individuals, such as gait patterns, should be recorded and examined.

2) The quality, quantity and availability of the simulated samples are very important and should be in different places of the house.

3) Scene conditions: Visual obstruction is another issue that needs to be addressed. Dining tables, chairs, sofas and other accessories can act as a barrier in the home scene.

So far, previous methods have often achieved good accuracy by connecting gadgets and devices to the elderly, such as necklaces or mobile phone. But most seniors are dissatisfied with connecting extra gadgets or forget to always have them. For this reason, vision-based methods and the use of a camera or webcam can be a better alternative for these people.

In image processing, feature selection is one of the most important parameters to increase accuracy. It must also have a high processing speed for real-time execution. In our proposed algorithm, the important features that are selected and combined show that it has both speed and accuracy.

3. Our Proposed Algorithm

The proposed fall detection system in this paper is divided into four stages: data collection, foreground segmentation (or moving Human detection), feature extraction and fall detection.

Foreground segmentation is performed to detect moving objects \cite{21}. The steps of the model training algorithm are shown in Figure 1 and the model test in Figure 1-B.

As shown in Figure 1, the videos are first read from the database and then the next steps are performed for all frames of all videos. In each frame, the mask of the person is first identified using the background estimation and Frame Difference methods (BMaker_oly.py) and the background subtraction method. The subtraction method is mainly aimed to convert frame images to a gray scale at any time and then separated from the background image at the pixel level for producing a binary image such as Equation (1) \cite{22}.

\[
RE_k(X, Y) = FR_k(X, Y) - BA(X, Y).
\]  

\(RE_k(X, Y)\) is the absolute difference between background and current images. \(FR_k\) represents the current image and \(BA\) denotes the background image. The main idea of the

![Figure 1. Our proposed algorithm - train and test (B section)](image-url)
background estimation method (BMaker_oly.py) is that 12 frames of video are randomly selected and images are averaged between them. This averaging causes the moving objects to fade or even be removed and the background to remain. This background can be used to detect a moving object. Figure 2 shows a sample background estimate output for a video.

After this step, an ellipse is estimated around the human mask as shown in Figure 1 using OpenCV library and python language. From the detected and elliptical mask, 6 special features are extracted. These features are head position, ellipse diameter ratio, ellipse angle, larger ellipse radius, and sum of mask, respectively. The proposed method of this detection is the extraction of motion and shape features from previous observations of human falls compared to other daily activities, including severe changes in body shape and form, as well as the study of sudden and unexpected movements.

Many usual fall detection algorithms are oriented by the higher acceleration of fall events have than a daily life activity. Ultimately, the extracted properties are utilized as input vectors for existing classifiers in machine learning for categorizing fall and non-fall events.

Figure 3 shows the sum of mask_final changes of person pixels and the main label for videos of fall-1 and fall-4. It is clear that the sum of motion in frames of 110 and 40 has changed suddenly.

In these two diagrams, it is quite clear that in sum of motion mask, at the moment of the fall, creates a clear peak. This means that when we have a peak in sum of motion mask, it means that we have most likely fallen, because in this frame, there was a sudden movement. This proves that the sum of mask can be used as a very good feature.

![Figure 2. Sample output of background estimation](image-url)

![Figure 3. Sum of motion and label](image-url)
4. Simulation Results

In this paper, we have used UR dataset [23] and the powerful Python language.

Seventy (30 falls + 40 activities of daily living) sequences are included in this dataset. Using 2 Microsoft Kinect cameras and correspondent accelerometer data, fall events are recorded. Only one device (camera 0) and accelerometer were used to record ADL events. To collect sensor data, x-IMU (256Hz) and PS Move (60Hz) devices were used.

The UR Fall Detection dataset includes video frames from the front and top of the head taken by two Kinect cameras. The first camera is installed at a height of 1 meter from the floor and the second camera is located at the ceiling at a height of 3 meters. There are 30 fall scenarios recorded by two Kinect sensors and an accelerometer. Daily activities include walking, sitting, bending over, lifting an object off the floor, and lying down. Normal activities (30 scenarios) using a Kinect sensor that is parallel to the floor and collects 10 sequences of activities such as falling, such as lying on the floor fast and lying on the bed. Five participants were asked to perform daily activities and fall simulations. The dataset was recorded at 30 frames per second. In video sequences containing fall events, the number of images is 3,000, but the number of images in video sequences with ADLs is 10,000. Falling in different directions is simulated according to the camera view. Various types of fall accidents have been recorded, including falling backward, forward, and sideways. Participants performed the fall while standing and sitting on a chair. Figure 4 shows examples of frames taken from the UR fall detection dataset. Only RGB camera video data was used for the suggested fall detection approach.

The dataset is organized as follows. Sequence of depth and RGB images for camera 0 and camera 1 are contained in each row, that we only used its camera 0 videos and RGB section of each frame.

In general, three labels are recorded for each frame. If the person is normal, the label is −1. If a person starts to fall, the label = 0. Finally, after a complete fall, the label is 1. You can see an example of these three situations in the Figure 4.

Machine learning-based methods compared in this paper include support vector machine (SVM), k-nearest neighbors (KNN), Adaptive Boosting (Adaboost), Multiple-layer perceptron neural network (MLPNN) and Elman neural network (ENN). In this paper, to more accurately detect the human mask, the mask from the background estimate and frame difference and the motion mask from the subtractor model (changes in a person’s movement) are added together logically. For example, look at Figure 5.

Figure 5A is the result of detecting and drawing an ellipse, 5B is the result of motion changes, 5C is the result of background estimation, and finally Figure 5D is the result of the logical adding of two masks.

Figure 6 shows an example of the implementation of the steps in Figure 1.

In the background subtraction method, if the amount of brightness due to the pixel difference is less than the threshold value, the object is considered as the background pixel and the value 0 in the binary image is assigned to it. Otherwise, the pixel is taken as the background and assigned a value of 1 in Equation (2) [24].

\[
D_{B}(X,Y) = \begin{cases} 
0 & R_{F}(X,Y) > T \\
1 & R_{F}(X,Y) < T
\end{cases}
\]  

(2)

By applying the proposed algorithm and using 5 machine learning methods, the results of performance evaluation of the models are shown in Table 1. By observing and comparing the methods with each other, it can be concluded that the highest accuracy is for Adaboost method and it shows in Figure 7.

![Figure 4](image.png)

**Figure 4.** Sample of three classes, “−1” means person is not lying, “0” is temporary pose, “1” means person is lying on the ground
Figure 5. A) output image, B) motion mask, C) Human mask by Frame difference, D) final Human mask

Figure 6. An example of the output of this algorithm
5. Conclusions

The algorithm introduced in this paper is a new purpose to fall detection automatically to support a better life for the elderly. The features of the mask extracted from the human play an essential duty in the robustness and effectiveness of human fall detection. Our main focus and purpose in this paper is to combine the features extracted from moving human, which are suitable for real-time fall detection only with images received from the webcam. By combining features such as the coordinates of the human head, various parameters of the estimated ellipse around the human, and the motion features of the human, we have created a very suitable feature vector that demonstrates high accuracy with machine learning algorithms. This type of extraction and combination of features and the use of machine learning models create a new algorithm. Experimental results in Table 1 show that the proposed fall detection algorithm is one of the best fall detection methods in the literature. The advantage of this method over the previous methods is the high speed in real-time image processing, and the reason is the use of easy steps in feature extraction and processing. In addition, there is no need to connect gadgets and devices to the elderly, and it can be used only by placing a camera or webcam in the place of movement. It is considered that the main reason for the success of the method is the strong and effective selection features to distinguish between fall and non-fall activities. The highest accuracy with the proposed algorithm for detecting and combining features and using the Adaboost method is 81%. The results of Table 1 show that this method can also be used in practice. This suggests that the proposed fall detection method can effectively predict the fall.
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