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In the physiological measurement science and the industrial chemical process monitoring, Electrical Impedance Tomography (EIT) as imaging technology has gained interest due to its low cost, noninvasiveness, flexibility to be customized, and non-radiation to replace the X-Ray, CT-Scan, MRI, and Ultrasonography. EIT is the evolution of Electrical Resistance Tomography (ERT) that has been widely used in the geotechnical field. In EIT, the sensor is mainly in a close boundary attached to the periphery of the human body or pipe/tank. The EIT sensor consists of a conductive circle-shaped electrode array. Through the collection of impedance measurement at very low amplitude current and less than 1 MHz frequencies, the 2D/3D electrical conductivity or permittivity distribution is reconstructed in a real-time manner to represent an object of interest such as an anomaly of physiological condition inside the human body [1], a material characterization [2], or a multiphase flow distribution inside the pipe/tank [3].

For more than three decades of EIT development study at the academic laboratories since the late 1980s, EIT’s data acquisition system should be very sensitive and accurate to detect the conductivity change of the object of interest. A sophisticated impedance measurement circuit is primarily used in this requirement [4]. Meanwhile, considering the measurement time, the sophisticated impedance measurement circuit takes a lot of measurement time. Moreover, the measurement time is getting slow if a higher number of electrodes are used. In the case of multiphase flow application, the EIT system should provide a high-speed frame rate to show a reconstructed image that...
is at least ten times higher than the speed of multiphase flow \footnote{1}. Among the three variables of EIT system performance (sensitivity, accuracy, and frame rate), prioritizing one variable will sacrifice another. Therefore, most of EIT system is customized to a particular application.

From this point, the rest of the EIT system problem is due mainly to a lack of spatial resolution. It is because the EIT uses a nonlinear current distribution, and consequently, the reconstruction of EIT is an ill-posed and ill-determined problem. The most optimum EIT system (considering the three variables as aforementioned before) still cannot guarantee a significant improvement in spatial resolution. It is still far beyond X-Ray image resolution. This issue is the main reason EIT is still difficult to go for a market. Despite reaching a higher spatial resolution to show a clear structure of the object of interest, most of the EIT system provides a robustness reconstructed image in which any small conductivity change from the object of interest can be detected and reconstructed.

To improve the robustness reconstructed image, a large amount of data from the collection of multifrequency impedance measurements in a time domain have been widely used. This is due to that the conductivity change of the object of interest is a function of frequency distribution. It is also a fundamental way to evaluate the object of interest in the frequency spectrum of reconstructed images \footnote{2,3,4}. Additionally, the conductivity change of the object of interest occurs in the time domain monitoring or imaging \footnote{5}. Moreover, integrating with other modalities with different sensor configurations could be possible such as with electrical capacitance tomography (ECT) \footnote{6,7}, mutual inductance tomography (MIT) \footnote{8}, and Ultrasoundography \footnote{9}. The dual modalities system causes a more complicated sensor and takes a longer measurement time; however, it may provide a prominent result in the most sophisticated system.

Following the effort to improve the robustness of reconstructed images, machine learning (ML) is currently employed \footnote{10}. Remember that a high computational cost and a complex regularization to solve the reconstruction problem are troublesome and time-consuming in the case of the ill-posed and ill-determined case. In order to bypass the problem of conventional reconstruction processing, the ML predicts the true conductivity distribution by governing a neural network trained in the initial condition of EIT measurement. Some promising studies show the performance of ML, such as prediction of the most optimum scanning measurement pattern \footnote{11}, restoration of reconstructed image \footnote{12}, estimation of the object of interest without an image \footnote{13}, and recognition of hand prosthesis control \footnote{14}.

In ML applications for EIT, a predictive model is developed through neural network training from a data set collection. For image classification, a convolutional neural network (CNN) is commonly used because its assigning of important variables (such as learnable weights and biases) to various features in the image will be able to differentiate each other \footnote{15}. Meanwhile, a Long Short-Term Memory (LSTM) network for the case of time-domain data because of its feedback connection among the data points in the entire sequence \footnote{16}. The predictive model is very sensitive to the random selection of initial parameters. This random selection causes the predictive model becomes more difficult to be duplicated even using the same training dataset and ML framework algorithm (including model parameter, and optimization functions). Thus, governing the predicted model should be evaluated with some different frameworks.

The most critical accuracy issue of the predictive model from a neural network training is based on the proper classification data on the data set, which has the desired feature extracted from the object of interest in the prior condition of EIT measurement. Different application has their own different feature. In EIT for physiological measurement, a conductivity change related to a particular physiological condition or disease is biased by other confounding factor such as systematical error during the measurement, unknown contact impedance, temperature change, and boundary change. Thus, it is crucial to discriminate the confounding factors of EIT during the measurement. Otherwise, the output of ML will be misinterpreted.

Finally, the maturity of ML application for EIT will be limited to an early warning system instead of a true physiological condition. Though, we can still obtain this benefit by observing the predictive conductivity distribution without suffering the ill-posed problem in the reconstruction image. Moreover, in a straightforward method, a predictive model without using a reconstructed image but providing the binary data results representing the true feature of the object of interest could be challenging and interesting for future EIT applications \footnote{17}.
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