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ABSTRACT

Using the 2015-2018 Hangzhou city PM2.5, PM10, SO2, CO, NO2 and O3 mass concentration data, ERA5 reanalysis data and ground observation data, through the PCT classification method, the objective analysis of the winter air pollution weather situation in Hangzhou was obtained. The results showed that the winter air quality concentration in Hangzhou continued to be high from 2015 to 2018, and the air pollution was the most significant. Through objective classification, it is concluded that the main weather conditions affecting the region in winter are divided into 6 types, namely high pressure control, high pressure bottom control equalizing field, L-shaped high pressure control, high pressure front control equalizing field, low pressure control, low pressure front control Equalizing field. Among them, when high pressure control, high pressure bottom control equalizing field, L high pressure control, low pressure control are affected by local sources, the impact of external sources has a greater impact on the air quality in Hangzhou, and air pollution is prone to occur; before low pressure When the pressure equalization field is controlled by the Ministry and the pressure equalization field is controlled by the high pressure front, the local wind and precipitation in Hangzhou are relatively high, which is not conducive to the accumulation of air pollutants. The probability of occurrence of air pollution is small, and air pollution is not easy to occur.

1. Introduction

The formation of air pollution is closely related to meteorological conditions. Different meteorological conditions play a key role in the dilution and diffusion of air pollutants, dry and wet precipitation and secondary conversion. Previous studies have shown that the factors affecting air pollution are not only the emission source, but also the weather situation [1-3]. Urban air pollution is caused by cross-regional advection of air pollutants, horizontal and vertical mixing in the mixed layer, anthropogenic emissions, dry and wet deposition, and photochemical reactions. The external factors affecting air pollution are caused by changes in weather conditions. Changes in weather conditions [4-7]. Predecessors have done a lot of research on the impact of changes in meteorological conditions on air pollution. For example, Wu Dui et al. [8] pointed out that the adverse effects of meteorological conditions have aggravated the
accumulation of atmospheric pollutants in the mixed layer and increased the probability of urban smog. Zhang Renhe et al. [9] caused most of my country’s continuous. According to the meteorological conditions of haze weather, unfavorable meteorological factors are the main factors leading to the occurrence of severe haze events. Therefore, categorizing the types of atmospheric circulation can better analyze the relationship between air pollution and atmospheric circulation, and play an important role in the prediction of air pollution. At present, there are two types of objective classification research. One is the source. In the last century, through subjective empirical analysis, different weather classifications were obtained. For example, Meng Yanjun et al. [10] used empirical weather classification to conclude that when Beijing is controlled by low-pressure ground weather conditions, it is easy to cause air pollution; Zhou Ningfang et al. [11] Through forecasting experience and synoptic principles, we classified the atmospheric circulation that affects China in winter, and concluded that three weather conditions are most likely to cause haze in China; Zhang Guolian et al. [12] obtained the impact of winter on Shanghai by empirical classification. There are 11 types of weather conditions, 4 of which are most likely to cause PM$_{2.5}$ pollution. Through empirical analysis, Dai Zhujun et al. [13] found that ground cold fronts and pressure equalization fields are one of the main factors that cause severe haze in autumn and winter in Jiangsu Province. However, in practical applications, it is found that subjective weather classification depends on personal experience and understanding of professional knowledge, which is prone to deviation and difficult to verify, and gradually withdraws from mainstream research. The other is a weather classification method based on mathematical statistics. It uses meteorological data as cluster analysis as the theoretical basis, with sufficient mathematical basis and relatively small error. Among them, Ngan et al. [14] used a two-level cluster analysis method to classify the weather situation and wind field in eastern Texas, USA, and obtained the characteristics of ozone under the weather classification; Zhang et al. [15] analyzed by PCA Nine weather systems that affect Beijing summer air quality in 2008 were identified; Hsu et al. [16] used a two-stage clustering method to classify weather types using surface winds and found that Taiwan is likely to cause PM$_{2.5}$ under the conditions of high-pressure circulation in the mainland. The occurrence of pollution. Xu Jianming et al. [17] used PCT weather classification to find that cold fronts and H weak atmospheric pressure are beneficial to the transmission of pollutants in Shanghai and are likely to cause urban pollution. Zhang Ying et al. [18] used the PCT classification method to obtain the fractal characteristics of air pollution weather affecting North China in the winter half of the year. Therefore, objective classification of weather conditions can reduce empirical errors. It is the development future of future weather situation classification.

Hangzhou is located at the southern foot of the Yangtze River Delta, one of the major cities in the region. Since the National Air Pollution Prevention and Control Action Plan was promulgated in 2013, the atmospheric environment has improved significantly, but winter air pollution incidents continue to occur frequently, and air pollution control still needs to be persistent. Therefore, this article will use the objective classification method to classify the different weather situation types that affect Hangzhou in winter based on the analysis of the air pollution in Hangzhou in the winter from 2015 to 2018. The occurrence characteristics of air pollution provide a reference for the air pollution prevention and control measures formulated by the Hangzhou Municipal Government.

2. Data and Methods

2.1 Data Sheet

(1) ERA5 (The fifth generation ECMWF reanalysis for the global climate and weather) provided by the European Centre for Medium-Range Weather Forecasts (ECMWF) with a 1h global atmospheric reanalysis grid point Data, the time range is from January 1, 2015 to December 31, 2018, the horizontal resolution is 0.25°×0.25°, and variables such as sea level pressure (SLP) and 10m wind field (U and V) are extracted as the research Object, used for classification of objective weather situation. The boundary layer height (PBLH) is extracted to replace the mixed layer height in the calculation of atmospheric environmental capacity. (2) The hourly average PM$_{2.5}$, PM$_{10}$, CO, O$_3$, SO$_2$, NO$_x$ mass concentration data provided by the National Air Quality Monitoring Network (beijingair.sinaapp.com) at 17 state-controlled ambient air automatic monitoring points in Hangzhou, time range From January 1, 2015 to December 31, 2018, it was used to evaluate the environmental quality of PM$_{2.5}$, PM$_{10}$, CO, O$_3$, SO$_2$, and NO$_x$ in Hangzhou. (3) The hourly ground meteorological observation data (simultaneous period) provided by Hangzhou Meteorological Bureau including Hangzhou, Lin’an, Fuyang, Tonglu, Jiande and Chun’an, 6 national meteorological observation stations, including: Air pressure, horizontal wind direction, wind speed, temperature, precipitation, and relative humidity are used to analyze and calculate the characteristics of Hangzhou’s atmospheric environmental capacity under the objective weather situation classification.
2.2 PCT Objective Classification Method

There are two commonly used weather situation classification methods \[19,20\], subjective classification and objective classification respectively. Compared with the objective weather situation classification, the subjective classification depends on experience, and the limitations are particularly prominent. Therefore, the objective weather situation classification has gradually developed. This paper chooses the method based on obliquely rotated principal analysis in T mode (PCT method) \[21\]. This method rotates the principal component analysis element of the T mode, and finally obtains the spatial distribution of the physical quantity field when the absolute value of the principal component element is the largest. Through this method, the original flow field is more accurately reflected without too much change due to the adjustment of the parting object, and the obtained space field is also relatively stable. This article adopts the weather software developed by the European COSTTION733 project, and the classification software Cost733-1.2 is downloaded from the project’s official website (http://cost733.geo.uni-aixgsburg.de) \[22\]. Extract the daily mean sea level pressure field (SLP) from January, February and December 2015-2018 from the ERA5 data as the typed physical quantity field, and multivariate the daily mean 10m horizontal wind field (U and V) during this period Oblique rotation decomposition is to expand multiple physical quantities in time and space, and then obtain a more objective and accurate atmospheric circulation pattern.

3. Results and Discussion

3.1 Comparative Analysis of the Annual and Winter Mass Concentrations of Major Air Pollutants in Hangzhou

According to the second-level limit of daily average mass concentration of six air pollutants including PM_{2.5}, PM_{10}, SO_{2}, CO, NO_{2} and O_{3} \[23\], the basic characteristics of air quality in Hangzhou are analyzed, and the results show that Hangzhou’s CO and SO_{2} During 2015-2018, the number of days exceeding the standard was 0, which did not cause air pollution. During this period, the number of days of O_{3} exceeding the standard of air pollution was only 3 days, which had little impact on air pollution in Hangzhou, so this article will not discuss it. Comprehensive analysis shows that the main air pollutants affecting Hangzhou are NO_{2}, PM_{2.5}, and PM_{10}. Among them, PM_{2.5} and PM_{10} affect human life and health, and are also the focus of society and air pollution academia. NO_{2} is an important pollution of photochemical smog.

One of the things has attracted more and more attention.

Figure 1 shows the annual and winter changes of the three air pollutants, NO_{2}, PM_{10}, and PM_{2.5}, which mainly affect air pollution in Hangzhou. It can be seen from the figure that, except for NO_{2}, the average mass concentration of PM_{2.5} and PM_{10} shows a decreasing trend year by year, and the mass concentration of NO_{2} has a rising trend. The days of air pollution caused by the daily average mass concentrations of NO_{2}, PM_{10} and PM_{2.5} exceeding national standards \[24\] were 167, 154, and 294 days, respectively. Among them, the number of days when pollution occurred in winter was 78, 101, and 179 days, and that occurred in winter. The number of air pollution days accounted for 47%, 66% and 61% of the annual pollution days, indicating that the winter has the most significant impact on the air quality of Hangzhou. In particular, the number of days of heavy pollution (31 days) in which the average daily mass concentration of PM_{2.5} in Hangzhou in winter exceeds the national standard \[25\] accounts for 94% of the number of days (33 days) of heavy pollution in the year, which further illustrates the cause of air pollution in Hangzhou. The most important pollutant is PM_{2.5}.

3.2 Type Analysis of Objective Weather Situation

In order to more accurately analyze the characteristics of atmospheric environmental capacity in different weather conditions that affect Hangzhou in winter, this study uses ERA5 to reanalyze data and adopts the PCT classification method. December) 20~45°N, 90°~130°E area (this area covers the main weather circulation processes affecting Hangzhou in the short term) sea level pressure (SLP) field, 10m horizontal wind field (U and V) Carry out cluster analysis, which are defined as high-pressure control weather situation (hereinafter referred to as H-type), high-pressure bottom control weather situation (HB-type), L-type high-pressure control weather situation (HL-type), and high-pressure front control averaging field weather situation (HF type), low pressure control weather situation (L type), low pressure front control pressure equalization field weather situation (LF type). Details are as follows:

(1) H type (appearing frequency is 22%)

This type of central Hangzhou area is located in the central area of cold high pressure, and is mostly controlled by the sinking airflow. The dominant wind direction is northwest-northern wind, its frequency is 57%, and the average daily wind speed is 2.0 m/s. This type appeared in a total of 82 days in the classification, of which the days of NO_{2}, PM_{2.5} and PM_{10} air pollution were 23 days, 33 days and 54 days respectively, and the daily average mass
Figure 1. Comparison of the number of pollution days and corresponding mass concentrations caused by the three major air pollutants in Hangzhou from 2015 to 2018 (a. pollution days caused by NO$_2$; b. average mass concentration of NO$_2$; c. pollution caused by PM$_{2.5}$ Number of days; d. PM$_{2.5}$ average mass concentration; e. Number of days of pollution caused by PM$_{10}$; f. PM$_{10}$ average mass concentration)

centrations were 70 µg/m$^3$ and 134 µg/m$^3$ and 93 µg/m$^3$.

(2) HB type (appearing frequency is 11%)

This type of central Hangzhou area is at the edge of the lower part of the cold high pressure, and the main body of the high pressure center is near the north of the Huai River. Controlled by weak easterly winds and at the southern edge of the warm high pressure, the dominant wind direction is southwest-southern wind with a frequency of 41% and an average daily wind speed of 2.0 m/s. This type appeared in a total of 41 days in the classification, among which the days of NO$_2$, PM$_{2.5}$ and PM$_{10}$ air pollution were 11 days, 11 days and 23 days respectively, and the daily average mass concentrations were 66 µg/m$^3$ and 126 µg/m$^3$ and 85 µg/m$^3$. DOI: https://doi.org/10.30564/jasr.v4i3.3256
(3) HL type (appearing frequency is 15%)

In this type, the city of Hangzhou is located in the front area of the cold high pressure, which is mostly similar to the L shape. The main body of the high pressure center extends from the northwest-Hetao to the middle and lower reaches of the Yangtze River. The dominant wind direction is northeast-northern wind, with a frequency of 43%, and an average daily wind speed of 2.1 m/s. This type appeared in a total of 53 days in the classification, among which the number of days with NO$_2$, PM$_{2.5}$ and PM$_{10}$ air pollution were 15 days, 16 days and 21 days respectively, and the daily average mass concentrations were 58 µg/m$^3$ and 120 µg/m$^3$ and 84 µg/m$^3$.

(4) HF type (appearing frequency is 24%)

This type of middle-Hangzhou city is located close to the front area of the cold high pressure. The high pressure center is mostly located in the key areas of the cold wave from Mongolia to Inner Mongolia. The dominant wind direction is northeast-northern wind, with a frequency of 69%, and an average daily wind speed of 2.4 m/s. This type appeared in 86 days in the classification, among which the number of days with NO$_2$, PM$_{2.5}$ and PM$_{10}$ air pollution were 7 days, 10 days and 31 days, and its daily average mass concentration was 55 µg/m$^3$, 96 µg/m$^3$ and 67 µg/m$^3$.

(5) L type (occurrence frequency is 8%)

This type of middle Hangzhou city is located in a low-pressure control area, and the affected systems are mostly transit low-pressure troughs, inverted troughs, and stationary fronts. The dominant wind direction is northwest-northeast wind with a frequency of 54% and an average daily wind speed of 1.8 m/s. This type appeared in 28 days in the classification, among which the number of days with NO$_2$, PM$_{2.5}$ and PM$_{10}$ air pollution were 18 days, 19 days and 25 days, and its daily average mass concentration was 88 µg/m$^3$, 174 µg/m$^3$ and 118 µg/m$^3$.

(6) LF type (appearing frequency is 20%)

In this type, Hangzhou is located at the front edge of the low-pressure center; cold advection passes through the high altitude, bringing in the cold air mass in North China, and is affected by the weakly cold air “back flowing” from the East China Sea. The highest frequency of occurrence is northwest-northern wind. The frequency of occurrence is 72%, and the average daily wind speed is 2.4 m/s. This
type appeared in a total of 71 days in the classification, of which the days of NO\textsubscript{2}, PM\textsubscript{2.5} and PM\textsubscript{10} air pollution were 4 days, 12 days and 25 days, and the daily average mass concentrations were 54 µg/m\textsuperscript{3}, 93 µg/m\textsuperscript{3} and 69 µg/m\textsuperscript{3}.

Analyzing 6 types of weather situation, we can see that the weather situation that mainly affects Hangzhou in the winter of 2015-2018 is the high-pressure front control equalizing field, which is also consistent with the work of the predecessors\textsuperscript{26-27}.

3.3 Discussion on the Impact of Meteorological Elements on Air Pollution under the Objective Weather Classification in Hangzhou in Winter

Changes in weather conditions such as wind speed, temperature, precipitation and humidity are the main factors that determine the formation of air pollution. Table 1 shows the statistical analysis and comparison of meteorological elements and the average mass concentration of PM\textsubscript{2.5}, PM\textsubscript{10} and NO\textsubscript{2} under different weather conditions. From the table, it can be seen that the lowest average temperature in Hangzhou during the winter of 2015-2018 under LF type control was 4.4°C, and the winter during the four years The lowest temperature also appears under the control of LF type, which is -5°C. Under other weather types, the winter temperature in Hangzhou is relatively high, at 6-10°C; the average daily wind speed is the second highest, 2.3 m/s. The average mass concentrations of PM\textsubscript{2.5}, PM\textsubscript{10}, and NO\textsubscript{2} are the lowest, 69 µg/m\textsuperscript{3}, 93 µg/m\textsuperscript{3}, 54 µg/m\textsuperscript{3}, respectively, indicating that Hangzhou is affected by cold low pressure in winter, and the surface wind speed is relatively high, which is beneficial to air pollution.

The vertical and horizontal diffusion of air pollutants, coupled with the influence of cold air, negative changes in temperature, and more precipitation, have obvious moisture removal effects of air pollutants, so the pollutant concentration is the lowest. Under HF type control, due to the impact of weak cold air moving eastward and southward, the average daily wind speed in Hangzhou is the highest at 2.4 m/s. The cold wind gradient is large, which is conducive to the wet removal of pollutants. Therefore, PM\textsubscript{2.5}, PM\textsubscript{10} and NO\textsubscript{2} pollutants is also relatively low, followed by 67 µg/m\textsuperscript{3}, 96 µg/m\textsuperscript{3}, 55 µg/m\textsuperscript{3}; while in H-type and LF-type control, the average daily wind speed is relatively small, and the atmosphere The vertical and horizontal diffusion capacity of pollutants is weak, the local relative humidity gradually decreases, and the temperature gradually rises under the influence of solar radiation. The overall mixing layer is relatively stable, which is conducive to the accumulation of atmospheric pollutants. Therefore, the mass concentration of air pollutants is relatively High; the HL type control is similar to the H and LF type control, but due to the high precipitation process in Hangzhou under this type, the humidity is relatively high, and the mixed layer is prone to temperature inversion. In addition, the humidity is high, and the pollutant particles will absorb moisture and increase. Air pollution is generated; while Hangzhou is under the control of L-shaped weather situation, because its daily average wind power is the smallest, 1.8 m/s, the horizontal diffusion ability is the worst, and under the L-shaped control, there is a lot of precipitation and the solar radiation is weak. The mixed layer does not develop vigorously. The lower mixed layer is conducive to the accumulation of atmospheric pollutants and is not conducive to diffusion, so air pollution is most likely to form. Among them, the average mass concentration of PM\textsubscript{2.5}, PM\textsubscript{10} and NO\textsubscript{2} is the highest, respectively 118 µg/m\textsuperscript{3}, 174 µg/m\textsuperscript{3}, 88 µg/m\textsuperscript{3}, all exceed the national air quality level II standard. Therefore, changes in meteorological conditions under different weather conditions restrict the occurrence, development and extinction of air pollution in Hangzhou.

3.4 Discuss the Analysis of Air Pollution Characteristics under the Objective Weather Classification in Winter of Hangzhou

3.4.1 Statistical Analysis of PM\textsubscript{2.5}, PM\textsubscript{10} and NO\textsubscript{2} Air Pollution under Objective Weather Classification in Hangzhou in Winter

Cluster analysis is performed on the sea level pressure (SLP) field and the 10m horizontal wind field (U and V) in the main weather circulation process in Hangzhou, and Table 2 is defined as PM\textsubscript{2.5} and PM\textsubscript{10} under six
weather types. Figure 3 shows the frequency and average mass concentration distribution of PM$_{2.5}$, PM$_{10}$, and NO$_2$ polluted days under different weather conditions.

As shown in Table 2 and Figure 3, the three main pollutants (PM$_{2.5}$, PM$_{10}$, and NO$_2$) that affect air pollution in Hangzhou are roughly the same according to the frequency of air pollution days, and the cumulative frequency of PM$_{2.5}$ air pollution days is in order. From high to low, they are L, H, HB, HL, HF, and LF; the cumulative frequency of PM$_{10}$ air pollution days is L, H, HL, HB, LF, and HF from high to low; and NO$_2$ air pollution days. The cumulative frequency of pollution days from high to low is L, H, HL, HB, HF and LF respectively. Through comparison, it can be seen that the three pollutants PM$_{2.5}$, PM$_{10}$ and NO$_2$ that affect Hangzhou’s winter air pollution correspond to L-type weather types with the highest frequency of air pollution occurrences, with frequencies of 89%, 68%, and 64%, respectively. The average mass concentrations of PM$_{2.5}$, PM$_{10}$ and NO$_2$ are 118 µg/m$^3$, 174 µg/m$^3$ and 88 µg/m$^3$, which all exceed the national secondary standards [28], indicating that Hangzhou is in L Type H is the most prone to air pollution; the second is H type. The daily frequency of PM$_{2.5}$, PM$_{10}$ and NO$_2$ air pollution is 66%, 40% and 28%, and the average mass concentration is 93 µg/m$^3$, 134 µg/m$^3$ and 70 µg/m$^3$, of which the daily average mass concentrations of PM$_{10}$ and NO$_2$ are lower than the national secondary standards [28]. The weather types with the lowest occurrence frequency of air pollution are HF and LF. The daily frequency of PM$_{2.5}$, PM$_{10}$ and NO$_2$ air pollution is 36%, 12%, 8% and 25%, 17%, 6%, and the average mass concentrations in order are 67 µg/m$^3$, 96 µg/m$^3$, 55 µg/m$^3$, 69 µg/m$^3$, 93 µg/m$^3$, 54 µg/m$^3$, which affect Hangzhou City under different weather conditions. Except for the two pollutants of air pollution (PM$_{10}$ and NO$_2$), the average mass concentration exceeds the national secondary-level standard under the L-type, and the corresponding average mass concentration under the other five weather conditions does not exceed the national secondary-level air quality standard. Statistics of the daily occurrence frequency and average mass concentration distribution of air pollution corresponding to the six weather types show that the occurrence frequency of air pollution days in Hangzhou during L, HB, H, and HF type control in winter is significantly higher than that of HF and LF type control. Especially PM$_{2.5}$ is the most obvious.

According to statistics on the frequency of clean days under different weather conditions, it can be seen that in addition to the opposite conclusions from the above, it can be found that the most frequent weather conditions for PM$_{10}$, PM$_{2.5}$ and NO$_2$ cleaning days in Hangzhou from 2015 to 2018 are HF and LF types. Under the control of HF and LF, the frequency of PM$_{2.5}$ cleaning days is 64% and 65%; the frequency of PM$_{10}$ cleaning days is 88% and 83%; the frequency of NO$_2$ cleaning days is 92%, 94% And in 2015-2018, the frequency of PM$_{2.5}$, PM$_{10}$, and NO$_2$ in the above two types of weather conditions, the frequency of clean days exceeded more than 60% of the total number of days in the corresponding weather types. It shows that Hangzhou is not prone to air pollution in winter under the control of HF and LF, and when Hangzhou is under the control of the other four different weather conditions (L, H, HB and HL), in addition to

### Table 2. Frequency of PM$_{2.5}$, PM$_{10}$ and NO$_2$ air pollution days and clean days under the 6 weather types

<table>
<thead>
<tr>
<th>Pollutants</th>
<th>Pollution level</th>
<th>H Type</th>
<th>HB Type</th>
<th>HL Type</th>
<th>HF Type</th>
<th>L Type</th>
<th>LF Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM$_{2.5}$</td>
<td>Heavy pollution</td>
<td>8%</td>
<td>17%</td>
<td>17%</td>
<td>3%</td>
<td>18%</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>Moderately polluted</td>
<td>15%</td>
<td>7%</td>
<td>6%</td>
<td>5%</td>
<td>32%</td>
<td>11%</td>
</tr>
<tr>
<td></td>
<td>Light pollution</td>
<td>43%</td>
<td>39%</td>
<td>17%</td>
<td>28%</td>
<td>40%</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Clean day</td>
<td>34%</td>
<td>37%</td>
<td>60%</td>
<td>64%</td>
<td>10%</td>
<td>65%</td>
</tr>
<tr>
<td>PM$_{10}$</td>
<td>Heavy pollution</td>
<td>0%</td>
<td>0%</td>
<td>8%</td>
<td>0%</td>
<td>4%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Moderately polluted</td>
<td>0%</td>
<td>0%</td>
<td>8%</td>
<td>0%</td>
<td>4%</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Light pollution</td>
<td>40%</td>
<td>27%</td>
<td>23%</td>
<td>12%</td>
<td>64%</td>
<td>17%</td>
</tr>
<tr>
<td></td>
<td>Clean day</td>
<td>60%</td>
<td>73%</td>
<td>69%</td>
<td>88%</td>
<td>32%</td>
<td>83%</td>
</tr>
<tr>
<td>NO$_2$</td>
<td>Light pollution</td>
<td>28%</td>
<td>27%</td>
<td>28%</td>
<td>8%</td>
<td>64%</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td>Clean day</td>
<td>72%</td>
<td>73%</td>
<td>72%</td>
<td>92%</td>
<td>36%</td>
<td>94%</td>
</tr>
</tbody>
</table>
PM$_{2.5}$, PM$_{10}$ and NO$_2$. The frequency of corresponding clean days exceeded 60%, which further shows that PM$_{2.5}$ is the main pollutant causing air pollution in Hangzhou, followed by PM$_{10}$ and NO$_2$.

### 3.4.2 Discussion on the Potential of Air Pollution under Different Weather Types in Hangzhou in Winter

In order to explore the potential trend of air pollution caused by the three air pollutants of PM$_{2.5}$, PM$_{10}$ and NO$_2$ under different weather types in winter of Hangzhou, based on the short-term no change in the air pollutant emission control inHangzhou, this paper calculates corresponding to the 6 weather conditions under objective weather classification, the daily mass concentration of PM$_{2.5}$, PM$_{10}$, and NO$_2$ is subtracted from the average mass concentration of the previous day to analyze and remove the factors of anthropogenic emissions, only pollution caused by changes in weather conditions Potential occurs.

It can be seen from Figure 4 that when the air pollutant difference is positive, it means that the air pollution caused by this pollutant is gradually increasing, while a negative value means that the air pollution caused by this pollutant is gradually reducing. The potential laws of air pollution under the 6 different weather types are basically the same. Among them, the air pollution is most likely to increase under the control of HB and L types, and the difference between

Figure 3. The occurrence frequency and average mass concentration distribution of air pollution days corresponding to different weather types (a. PM$_{2.5}$ air pollution day occurrence frequency; b. PM$_{2.5}$ average mass concentration distribution; c. PM$_{10}$ air pollution day occurrence frequency; d. PM$_{10}$ average mass concentration distribution; e. NO$_2$ air pollution day frequency; f. NO$_2$ average mass concentration distribution)
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3.5 Analysis of Potential Sources of PM\textsubscript{2.5} Air Pollution under the Objective Weather Classification in Winter of Hangzhou

3.5.1 Cluster Analysis of Air Pollution Trajectories under Different Weather Conditions

Since air pollution is not only affected by local pollution sources, but also by the inter-regional transportation of pollutants in surrounding areas, there are obvious differences in pollution source areas under different weather conditions. In order to further explore the potential differences in air pollution in Hangzhou under different weather conditions, it can be seen from the above that PM\textsubscript{2.5} is the most important air pollutant that affects air pollution in Hangzhou in winter. Therefore, in order to further explain the source analysis of air pollution in Hangzhou under different weather conditions, this section focuses on the process of PM\textsubscript{2.5} air pollution instead. Using TrajStat software developed by HYSPLIT to do a backward 48-hour cluster analysis of different weather types in Hangzhou in winter, see Figure 5.

The gray in the figure is the trajectory route under all weather classifications, and the black line is the maximum 3 trajectory routes obtained by cluster analysis under each weather classification. The main air masses that affect Hangzhou under H-type control come from Inner Mongolia. Passing through Beijing-Tianjin-Hebei, Anhui, Jiangsu and other places, accounting for 47%; while under the control of HB, HL, HF and LF, the main air masses affecting Hangzhou are from places passing through Hunan, Jiangxi, and southwestern Zhejiang, accounting for They are 49%, 41%, 41%, and 40% respectively; while the main air mass in the L-shape is the circling through Shanghai to the eastern Zhejiang region, which affects Hangzhou, accounting for 40%.

3.5.2 Analysis of Potential Sources and Contribution Ratios of PM\textsubscript{2.5} Pollution under Different Weather Conditions

Through the clustering of air mass trajectories, the main air mass paths that affect Hangzhou under different weather conditions are obtained. In order to further find out the pollution sources and pollution contributions that affect Hangzhou, TrajStat software is used, and the potential source contribution factor method (WPSCF) and pollutants are used. The mass concentration weighted trajectory analysis method (WCWT) is used for analysis, as shown in Figures 6 and 7.

Among them, WPSCF analysis defines that the probability of occurrence is greater than or equal to 0.5 as
Figure 5. Cluster analysis of PM$_{2.5}$ backward trajectory under different weather types (a. H type, b. HB type, c. HL type, d. HF type, e. L type, f. LF type).

Figure 6. WPSCF analysis of PM$_{2.5}$ pollution under different weather types (a. H type, b. HB type, c. HL type, d. HF type, e. L type, f. LF type, unit: %).

The potential air pollution source affecting the area, and greater than or equal to 0.9 is the main air pollution source affecting the area. From the figure, it can be seen that the main pollution source in Hangzhou is in addition to the local area under H-type control. In Shaoxing, Jinhua, Quzhou and other places, the probability of occurrence exceeds 0.9, the contribution rate of PM$_{2.5}$ air pollution is 100 µg/m$^3$, while the impact of Anhui and Jiangsu also exceeds 0.7, and the contribution rate of PM$_{2.5}$ air pollution is 90 µg/m$^3$; under HB type control, the main pollution
sources are southern Jiangsu and central and western regions of Zhejiang, with the probability of occurrence exceeding 0.9, followed by the local and western regions of Zhejiang, with the probability of occurrence exceeding 0.7, and PM$_{2.5}$ contributes to air pollution. The air pollution rate is 110 and 90 µg/m$^3$ respectively; under the control of HL type, the main pollution sources are the western Zhejiang region and the local region, followed by the southern Jiangsu region, with the probability of occurrence being 0.8, 0.6 and 0.5. PM$_{2.5}$ contributes to air pollution. The processes are 140, 100, and 90 µg/m$^3$ respectively; under L-shaped control, the main sources are in addition to local areas, as well as central and western Zhejiang, Shanghai, southern Jiangsu, and southern Anhui. The probability of occurrence all exceeds 0.9, PM$_{2.5}$ pollution contribution degree exceeds 120 µg/m$^3$. Under HF control, the main source of pollution is southern Anhui, followed by the local area, with the occurrence probability exceeding 0.6 and 0.5. The contribution of PM$_{2.5}$ air pollution is 95, respectively. 75 µg/m$^3$; under LF type control, the main pollution sources are southern Jiangsu and local areas, with the probability of occurrence being 0.6 and 0.5, respectively. The contribution of PM$_{2.5}$ air pollution exceeds 95 and 75 µg/m$^3$. To sum up, Hangzhou is not only affected by local pollution sources, but also by the central and western regions of Zhejiang, southern Jiangsu and other places. Among them, the types of weather prone to pollution (H, HB, HL and L) are not only affected by local sources. In addition to the impact of the source, the impact of external sources has a greater impact on the PM$_{2.5}$ air quality in Hangzhou, especially in the L-shaped weather situation, it is necessary to increase the joint prevention and control of air pollution in the Yangtze River Delta to solve the PM$_{2.5}$ air pollution problem. However, under the weather classification (HF and LF) that are not prone to air pollution, the impact of local pollution sources is relatively small, and the impact of external sources is relatively large. However, under the influence of these two weather conditions, the wind is relatively large and there is a lot of precipitation. It is not conducive to the accumulation of atmospheric pollutants, and the atmospheric diffusion capacity is strong, so the probability of PM$_{2.5}$ air pollution is relatively small.

4. Conclusions

The PCT classification method was used to objectively analyze the winter weather situation in Hangzhou from 2015 to 2018, and the probability and quality of the air pollution potential source areas of the main air pollutants (PM$_{2.5}$, PM$_{10}$ and NO$_2$) affecting Hangzhou in winter Concentration analysis, the main conclusions are as follows:
(1) According to the PCT classification method, there are 6 main weather conditions affecting Hangzhou in winter, namely HB, H, HL, L, LF and HF.

(2) Under different weather classifications, the air pollution weather patterns in Hangzhou in winter due to the influence of PM$_{2.5}$, PM$_{10}$ and NO$_x$ three atmospheric pollutants are basically the same, and the weather classification with the highest frequency of air pollution days is L-type. The weather types with the lowest frequency are HF and LF. Statistics of the daily occurrence frequency and average mass concentration distribution of air pollution corresponding to the six weather types show that the daily occurrence frequency of air pollution in Hangzhou in winter under the control of L, HB, H and HL is significantly higher than that of the control under HF and LF. In particular, PM$_{2.5}$ pollution is the most obvious.

(3) According to the potential change trend of air pollution caused by the main air pollutants (PM$_{2.5}$, PM$_{10}$ and NO$_x$) in different weather conditions in Hangzhou in winter, it can be seen that when Hangzhou is under the control of HB, L, HL and H Conducive to the increase of air pollutant mass concentration, it belongs to the type of polluted weather prone; while under the control of LF and HF, it is not conducive to the increase of air pollutant mass concentration and the maintenance of pollution, which belongs to the type of polluted weather that is not prone to occur.

(4) Under the six different weather classifications, Hangzhou is not only affected by local pollution sources, but also by the central and western regions of Zhejiang, southern Jiangsu and other places. Among the weather classifications that are prone to pollution (H, HB), HL and L type), in addition to local sources, the impact of external sources has a greater impact on the air quality of PM$_{2.5}$ in Hangzhou, especially in the L-shaped weather situation, the joint prevention and control of air pollution in the Yangtze River Delta region should be increased. In order to solve the problem of PM$_{2.5}$ air pollution, and under the weather classification (HF, LF type) that is not prone to air pollution, the impact of local pollution sources is relatively small, and the impact of external sources is greater, but under the control of HF and LF types , Hangzhou’s local wind is relatively high and there is a lot of precipitation, which is not conducive to the accumulation of atmospheric pollutants. The atmospheric diffusion capacity is relatively strong, and the probability of PM$_{2.5}$ pollution is relatively small.
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ABSTRACT

Atmospheric aerosol concentrations have been found to change constantly due to the influence of source, winds and human activities over short time periods. This has proved to be a constraint to the study of varied aerosol concentrations in urban atmosphere alongside changing relative humidity and how it affects visibility and aerosol particle size distribution. In this research simulation was carried out using Optical Properties of Aerosols and Clouds (OPAC 4.0) average concentration setup for relative humidity (RH) 0-99% at visible wavelength 0.4-0.8 μm to vary the concentrations of three aerosol components: WASO (Water-soluble), INSO (Insoluble) and SOOT. The Angstrom exponents (α), the curvatures (α2) and atmospheric turbidities (β) were obtained from the regression analysis of Kaufman’s first and second order polynomial equations for visibility. The research determined the mean exponent of the aerosol size growth curve (µ) from the effective hygroscopic growth (γeff) and the humidification factors (γ) from visibility enhancement f (RH, λ). The mean exponent of aerosol size distributions (υ) was determined from µ and γ. The results showed that with varied WASO, INSO and SOOT concentrations respectively at different RH, aerosol particle size distributions showed bimodal characteristics with dominance of fine mode particles. Hazy atmospheric conditions prevailed with increasing turbidity.

1. Introduction

The farthest distance at which any object can be seen with unaided human eyes is termed atmospheric visibility [1]. With rapid development and industrialization, poor and degrading visibility has become one of the most worrisome urban atmospheric environmental problems [2-6]. This is due to the increase in energy consumption that has led to more frequent air pollution all over the world [7-10]. Bad visibility is caused by the scattering and absorption of visible light by gaseous pollutants and fine suspended particles known as aerosols in the atmosphere. Because of their differences in chemical and physical components, aerosol particles have the ability to absorb more water compared to their dry state as atmospheric moisture increases. This changes their optical properties as they increase in size [11]. Aerosols within urban atmosphere can be composed of water-soluble aerosols from industrial emissions, insoluble and soot from biomass and bio-fuel emissions respectively [3]. Emissions from human activities such as vehicular emissions are the major source of pollution and aerosols. Biomass burning and dust
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transported from dry desert areas surrounding an urban atmosphere and nearby regions can also contribute to aerosol characteristics which alter their optical properties. Often, aerosols undergo coagulation and become mixed internally and component-wise, even the presence of water soluble aerosols wrapped around insoluble aerosol cores can encourage hygroscopic properties.

Investigations have been carried out by many studies using laboratory generated aerosols to understand how water soluble and insoluble aerosols respond to atmospheric moisture. These experimental methods investigated the effects of relative humidity on the ability of aerosols to scatter visible light and how these scattering effects are applicable to an urban atmosphere. Aerosols are very diverse and constantly changing in their form, shape, size and concentrations globally, this makes them difficult to study. Their constant changing nature also causes gaps in their coverage through time and space and these cause biases in data when collecting ground and satellite data. Most studies just focus on short time periods and although long-term investigations of aerosol optical properties are important, they are rarely reported in literature. Because of unavoidable gaps and biases in data, the data collected with satellite, in-situ and ground-based instruments could not be sufficient for a direct local assessment of the long-term aerosol effect in urban atmosphere. Furthermore, more data and detailed studies on how aerosol mixing and varied concentration can affect aerosol hygroscopic growth is needed, because present available data does not allow for the varying of atmospheric aerosol concentrations, the use of model methods and simulations is imperative.

In this research, aerosol concentrations of water-soluble (WASO), Insoluble (INSO) and SOOT were varied through external mixing to analyze the effect of relative humidity (RH) and varying aerosol concentrations on visibility and particle size distribution in urban atmosphere. From the extinction coefficients extracted, visibilities and visibility enhancement factors were determined and effective hygroscopic growth were also determined using aerosol particle radii.

2. Theoretical Framework

Visibility calculations are carried out based on the Koschmieder formula using extracted extinction coefficients for particular relative humidity at corresponding visible wavelength [12].

\[ V_{\text{VIS}}(\lambda) = \frac{5.912}{\beta} \lambda^\gamma \]  

But extinction coefficient is defined in terms of wavelength using the inverse power law as [22];

\[ \sigma_{\text{ext}}(\lambda) = \beta \lambda^{-\alpha} \]  

Such that [23] Equation (1) and Equation (2) give the expression in Equation (4);

\[ \ln \left( \frac{V_{\text{VIS}}(\lambda)}{5.912} \right) = \alpha_1 (\ln (\lambda)) + \alpha_2 (\ln (\lambda))^2 - \ln (\beta) \]  

Performing a regression analysis on Kasten’s (1969) representation of Equation (1) gives \( \alpha \) (Angstrom exponent) and \( \beta \) (turbidity) [12,24]. An empirical relationship between visibility and wavelength can then be obtained with a 2\(^\text{nd}\)-order polynomial [25-27].

\[ \ln \left( \frac{V_{\text{VIS}}(\lambda)}{5.912} \right) = \alpha_1 (\ln (\lambda)) + \alpha_2 (\ln (\lambda))^2 - \ln (\beta) \]  

Where \( \alpha_1 \) indicates aerosol particle size, \( \alpha_2 \), means fine mode particle dominance and \( +\alpha_2 \), means coarse mode particle dominance [24,29].

The Visibility Enhancement which gives the relationship between visibility and relative humidity is presented in Equation (6) [30-31].

\[ f(RH, \lambda) = \frac{V_{\text{VIS}}(RH, \lambda)}{V_{\text{VIS}}(RH_0, \lambda)} = \left[ \frac{1-RH}{1-(RH_0)} \right]^\gamma \]  

To be considered for regression analysis Equation (6) takes the form;

\[ \ln \left( \frac{V_{\text{VIS}}(RH, \lambda)}{V_{\text{VIS}}(RH_0, \lambda)} \right) = -\gamma \ln (1 - RH) \]  

Where \( RH_0 = 0\% \) and \( V_{\text{VIS}}(RH, \lambda) \) is the visibility at wavelength \( \lambda \) at any given relative humidity (RH). \( \gamma \) can be expressed as [27];

\[ \mu \gamma = \nu - 1 \]  

Where \( \gamma \) shows the dependence of visibility on relative humidity (RH) resulting from the change in the particle size of the aerosol particles upon humidification [32]. \( \mu \) is the mean exponent aerosol growth curve [33] while \( \nu \) is the mean exponent aerosol size distribution presented in the Junge power law size distribution function;

\[ \frac{dn(r)}{dr (\log r)} = c r^{-\nu} \]  

with \( c \) as a constant and \( dn(r) \) representing number of particles with radii between \( r \) and \( r + dr \).

The hygroscopic growth \( g(RH) \) experienced by a single particle according to [34] is given by;

\[ g(RH) = \frac{r(RH)}{r(RH_0)} \]  

with \( r(RH) \) being the radius at a given relative humidity RH and \( r(RH_0) \) representing the radius at 0\% relative humidity. For different aerosols of different components Equation (10) takes the form of Equation (11) which is the effective hygroscopic growth of the whole aerosol population;
\[ g_{\text{eff}}(RH) = \left( \sum_k x_k g_k^{3}(RH) \right)^\frac{1}{3} \]  
(11)

where \( x_k \) is the volume mix ratio of the \( k \)th term and \( g_k \) is the hygroscopic growth of the \( k \)th component \( [32] \). The relationship between effective growth and relative humidity (RH) is expressed as \( [34] \);

\[ g_{\text{eff}}(RH) = \left[ \frac{1-(RH)}{1-(RH_0)} \right]^{-\frac{1}{\mu}} \]  
(12)

where \( \mu \) is the mean exponent of the aerosol growth curve as defined in Equation (8). Equation (12) can be written as Equation (13) for regression analysis purposes;

\[ \ln g_{\text{eff}}(RH) = -\frac{1}{\mu} \ln(1 - RH) \]  
(13)

Using Equation (8), the mean exponent of the aerosol size distribution (\( \nu \)) can be expressed Equation (14) in terms of \( \mu \) and \( \gamma \);

\[ \nu = \mu \gamma + 1 \]  
(14)

3. Method

3.1 OPAC Implementation

The method employed in this research is a simulation carried out using the software package Optical Properties of Aerosols and Clouds (OPAC 4.0). The first part of OPAC is a dataset of microphysical properties which gives results on aerosol components at different wavelengths for different relative humidities. FORTRAN is the second part of the program from which the user can extract data from the above mentioned datasets for calculation of optical properties of mixtures of stored aerosol components. This work used three aerosol components representing the urban environment and varied the components to obtain five models each. The three components considered were WASO (water-soluble), INSO (insoluble) and SOOT.

To vary component mixtures for WASO, selection was made for component number density such that WASO aerosol concentration is varied at constant INSO and SOOT aerosol concentration. For INSO, selection was made for component number density such that INSO aerosol concentration is varied at constant WASO and SOOT aerosol concentration while for SOOT, selection was made for component number density such that SOOT aerosol concentration is varied at constant INSO and WASO aerosol concentrations. The input for height profile designated for urban aerosols was selected to give the aerosol mixing layer (layer above ground and Top of atmosphere) for the distribution of aerosol particles with height as suggested by Hess, Koepke and Schult (1998) \([135]\). Only wavelengths belonging to aerosols at the visible spectral range were considered at eight relative humidities. The optical parameters of extinction coefficients, scattering coefficients and absorption coefficients were extracted.

3.2 Data Analysis

The extracted data from the OPAC simulation output files were used in the evaluation of the Angstrom coefficient (\( \alpha \)), Curvature (\( \alpha_s \)), Turbidity (\( \beta \)), Mean exponent hygroscopic growth curve (\( \mu \)), Mean exponent aerosol size distribution (\( \nu \)) and Humidification factor (\( \gamma \)). Equation 1 was used for visibility calculations while a regression analysis was performed on Equation 4 to obtain \( \alpha \) and \( \beta \). From the regression analysis of the second order of the Kaufman’s representation of the Koschmieder equation for atmospheric visibility (Equation 5), \( \alpha_s \) is obtained. \( \gamma \) and \( \mu \) calculations are carried out using the inverse power law from Equation 6 and Equation 12 respectively while calculations for \( \nu \) are carried out using Equation 7, Equation 13 and Equation 14.

4. Results and Discussions

In the simulation carried out, to vary component mixture concentrations, selection was made for number density such that for the WASO (water soluble) component mixture, number density takes values from 28,000.00 cm\(^{-3}\) to 29,000.00 cm\(^{-3}\) through 200.00 cm\(^{-3}\) increment at constant INSO and SOOT aerosol concentrations of 1.50 cm\(^{-3}\) and 1.30,000.00 cm\(^{-3}\) respectively. INSO aerosol number density had input values from 1.50 cm\(^{-3}\) to 2.30 cm\(^{-3}\) through 0.20 cm\(^{-3}\) increment at constant WASO and SOOT aerosol concentrations of 28,000.00 cm\(^{-3}\) and 130,000.00 cm\(^{-3}\) respectively. SOOT aerosol number density however, had input values from 130,000.00 cm\(^{-3}\) to 140,000.00 cm\(^{-3}\) through 2,000 cm\(^{-3}\) increment at constant WASO and INSO aerosol concentrations of 1.50 cm\(^{-3}\) and 28,000.00 cm\(^{-3}\) respectively. For the distribution of aerosol particles with height, the height profile designated for urban aerosols as suggested by Hess (1998) was selected to give the aerosol mixing layer with \( H_{\text{min}} = 2Km \) (layer above ground). \( H_{\text{max}} = 10 Km \) (top of atmosphere) and \( Z = 8 Km \) (aerosol scale height). Only wavelengths belonging to aerosols were selected and these wavelengths were of the visible spectral wavelength of 0.4 \( \mu \)m to 0.8 \( \mu \)m at eight relative humidities (0%, 50%, 70%, 80%, 90%, 95%, 98% and 99% RH). The maximum radius for mass calculation used was 7.5 \( \mu \)m radius (only particles up to 7.5 \( \mu \)m radius were considered). In this work, the Visibility Enhancement \( f(RH, \lambda) \), analyzed at \( \lambda = 0.55 \mu m, \lambda = 0.65 \mu m \) and \( \lambda = 0.75 \mu m \).
4.1 Water-Soluble (WASO) Particle Concentration

From Figure 1 at 0% RH there is a very noticeable difference between $\alpha$ values of the five models. The values of $\alpha$ decrease from Model 1 to Model 5 such that with increasing WASO concentrations, there is an increase in fine mode particle distribution. $\alpha$ for each model is constant from 0-50% RH and then decreases from 50-100% RH. This indicates sedimentation of heavier particles from 50-99% RH and saturation at 100% RH.

**Table 1. Visibility analysis (Model 1 - WASO)**

<table>
<thead>
<tr>
<th>RH</th>
<th>$R^2$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$R^2$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.99904</td>
<td>1.36649</td>
<td>0.08552</td>
<td>0.99994</td>
<td>1.59994</td>
<td>0.08091</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>0.99835</td>
<td>1.37425</td>
<td>0.11476</td>
<td>0.99994</td>
<td>1.67971</td>
<td>0.10673</td>
<td></td>
</tr>
<tr>
<td>70%</td>
<td>0.99835</td>
<td>1.36823</td>
<td>0.13385</td>
<td>0.99994</td>
<td>1.71846</td>
<td>0.12317</td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>0.99835</td>
<td>1.34585</td>
<td>0.15620</td>
<td>0.99994</td>
<td>1.66395</td>
<td>0.14484</td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td>0.99835</td>
<td>1.30340</td>
<td>0.21248</td>
<td>0.99994</td>
<td>1.66099</td>
<td>0.19519</td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td>0.99641</td>
<td>1.23764</td>
<td>0.30775</td>
<td>0.99994</td>
<td>1.66011</td>
<td>0.27840</td>
<td></td>
</tr>
<tr>
<td>98%</td>
<td>0.99641</td>
<td>1.12685</td>
<td>0.52057</td>
<td>0.99994</td>
<td>1.55508</td>
<td>0.47027</td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.99405</td>
<td>1.03234</td>
<td>0.74748</td>
<td>0.99994</td>
<td>1.48430</td>
<td>0.67146</td>
<td></td>
</tr>
</tbody>
</table>

From Table 1 Model 1, $R^2$ values fit the equation models. From the linear part, the values of $\alpha$ are greater than 1. This shows that the aerosols are fine mode particles. There is an increase in $\alpha$ value from 0-50% relative humidity and this is due to coagulation of particles at the onset of water uptake, these particles later drop from the atmosphere when they become too heavy. $\alpha$ values decrease from 50-99% relative humidity, this implies hygroscopic growth in aerosol particles and an increase in particle size distribution. From the quadratic part, $\alpha_2$ is positive which indicates a bimodal distribution and dominance of fine mode particles. The Turbidity ($\beta$) is seen to increase from 0-99% relative humidity which indicates hazy atmospheric conditions and deterioration in visibility as relative humidity increases.

The variations in $\alpha$, $\alpha_1$, and $\beta$ in Models 2, 3, 4 and 5 are similar to those of Model 1 from Table 1 as seen from Appendix A Table 1, 3, 5, and 7 respectively.

**Figure 1.** Graph of Angstrom Exponent ($\alpha$) against Relative Humidity (RH) for five WASO Models

**Figure 2.** Visibility against Wavelength for WASO

From Table 2, it can be seen that the visibility decreases with the increase in RH but increases with the increase in wavelength. There is a more noticeable decrease in visibility with increase in relative humidity (RH) from 0% (RH) to 50% (RH) due to the onset of the intake of water by fine mode aerosol particles.

**Table 2. Size Distribution and Hygroscopic Growth analysis (Model 1-WASO)**

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>$\gamma$</th>
<th>$\nu$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.416</td>
<td>3.135338</td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.424</td>
<td>3.176105</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.997</td>
<td>0.430</td>
<td>3.205313</td>
<td></td>
</tr>
</tbody>
</table>

From Table 2 Model 1, $R^2$ values fit the equation models. The Visibility Enhancement $f(RH, \lambda)$ has satisfied the inverse power law. The increase in humidification factor ($\gamma$) and the mean aerosol particle size distribution ($\nu$) with wavelength implies that the number of larger particles increases compared to the number of smaller particles at longer wavelengths and smaller particles have more effect in decreasing visibility at shorter wavelengths. The values of $\nu > 3$ imply typical hazy atmospheric conditions (Junge 1958).

The variations in the humidification factor ($\gamma$) and the mean aerosol particle size distribution ($\nu$) of Models 2, 3, 4 and 5 are similar to those of Model 1 from Table 2 as seen in Appendix A Table 2, 4, 6 and 8 respectively.

The values of the mean exponent hygroscopic growth curve ($\mu$) decreases with an increase in WASO aerosol concentration across the models and this implies an increase in the effective hygroscopic growth ($\theta_{eff}$).
4.2 Insoluble (INSO) Particle Concentration

From Figure 3, for the five models, a slight difference is observed between \( \alpha \) values as INSO concentration increases. This may be attributed to the dissolution of the outer soluble coating surrounding INSO aerosol particles. At 40-50% RH \( \alpha \) values show constant particle size distribution. This particle size distribution decreases form 90-100% RH indicating no hygroscopic growth.

Table 3. Visibility analysis (Model 1-INSO)

<table>
<thead>
<tr>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH</td>
<td>R²</td>
</tr>
<tr>
<td>0%</td>
<td>0.99894</td>
</tr>
<tr>
<td>50%</td>
<td>0.99827</td>
</tr>
<tr>
<td>70%</td>
<td>0.99827</td>
</tr>
<tr>
<td>80%</td>
<td>0.99827</td>
</tr>
<tr>
<td>90%</td>
<td>0.99749</td>
</tr>
<tr>
<td>95%</td>
<td>0.99639</td>
</tr>
<tr>
<td>98%</td>
<td>0.99510</td>
</tr>
<tr>
<td>99%</td>
<td>0.99398</td>
</tr>
</tbody>
</table>

From Table 3, Model 1 the R² values for both the quadratic and linear parts show that R² values fit the equation models well. From the linear part, the values of \( \alpha \) are greater than 1. This shows that the aerosols are fine mode particles. There is an increase in \( \alpha \) value from 0-50% relative humidity and this is due to coagulation of particles at the onset of water uptake by the WASO particles present in the aerosol mixture, these particles later drop from the atmosphere when they become too heavy. \( \alpha \) values decrease from 50-99% relative humidity, this implies hygroscopic growth in aerosol particles and an increase in particle size distribution. From the quadratic part, \( \alpha_2 \) is positive which indicates a bimodal distribution and dominance of fine mode particles. The Turbidity (\( \beta \)) is seen to increase from 0-99% relative humidity which indicates hazy atmospheric conditions and deterioration in visibility as relative humidity increases.

The variations in \( \alpha \), \( \alpha_2 \) and \( \beta \) in Models 2, 3, 4 and 5 are similar to those of Model 1 from Table 3 as seen from Appendix B Table 1, 3, 5, and 7 respectively.

Table 4. Size Distribution and Hygroscopic Growth analysis (Model 1-INSO)

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>R²</th>
<th>( \gamma )</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.409</td>
<td>3.098481</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.416</td>
<td>3.130541</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.417</td>
<td>3.139715</td>
</tr>
</tbody>
</table>

From Table 4 Model 1, R² values fit the equation models very well. The Visibility Enhancement \( f(RH, \lambda) \) has satisfied the inverse power law. The increase in humidification factor (\( \gamma \)) and the mean aerosol particle size distribution (\( \nu \)) with wavelength implies that the number of larger particles increases compared to the number of smaller particles at longer wavelengths and smaller particles have more effect in decreasing visibility at shorter wavelengths. The values of \( \nu > 3 \) imply typical hazy atmospheric conditions (Junge 1958).

The variations in the humidification factor (\( \gamma \)) and the mean aerosol particle size distribution (\( \nu \)) of Models 2, 3, 4 and 5 are similar to those of Model 1 from Table 4 as seen in Appendix B Table 2, 4, 6 and 8 respectively.

For varying INSO aerosol concentration, the mean
exponent hygroscopic growth curve (µ) increases with increasing INSO concentration and this implies a decrease in effective hygroscopic growth (g_{eff}).

4.3 SOOT Particle Concentration

From Figure 5 constant α values are observed for all models at 0% RH as SOOT concentration increases. For each model, α values show an increase in particle size distribution at 50% RH which may be attributed to the small percentage of insoluble aerosol concentration found within the SOOT aerosol mixture.

Table 5. Visibility analysis (Model 1-SOOT)

<table>
<thead>
<tr>
<th>RH</th>
<th>$R^2$</th>
<th>α</th>
<th>β</th>
<th>$R^2$</th>
<th>α₁</th>
<th>α₂</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.99894</td>
<td>1.37041</td>
<td>0.08477</td>
<td>0.9985</td>
<td>1.60567</td>
<td>0.08017</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>0.99894</td>
<td>1.38349</td>
<td>0.11380</td>
<td>0.9985</td>
<td>1.67475</td>
<td>0.10620</td>
<td></td>
</tr>
<tr>
<td>70%</td>
<td>0.99791</td>
<td>1.36764</td>
<td>0.13388</td>
<td>0.9985</td>
<td>1.71819</td>
<td>0.12319</td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>0.99791</td>
<td>1.35324</td>
<td>0.15517</td>
<td>0.9985</td>
<td>1.68392</td>
<td>0.14346</td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td>0.99706</td>
<td>1.31005</td>
<td>0.21144</td>
<td>0.9985</td>
<td>1.70855</td>
<td>0.19237</td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td>0.99643</td>
<td>1.23999</td>
<td>0.30716</td>
<td>0.9985</td>
<td>1.66222</td>
<td>0.27788</td>
<td></td>
</tr>
<tr>
<td>98%</td>
<td>0.99516</td>
<td>1.12366</td>
<td>0.52074</td>
<td>0.9985</td>
<td>1.56992</td>
<td>0.46842</td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.99392</td>
<td>1.03680</td>
<td>0.74575</td>
<td>0.9985</td>
<td>1.49880</td>
<td>0.66832</td>
<td></td>
</tr>
</tbody>
</table>

From Table 5, Model 1 $R^2$ values fit the equation models very well. From the linear part, the values of α are greater than 1. This shows that the aerosols are fine mode particles. There is an increase in α value from 0-50% relative humidity and this is due to coagulation of water soluble particles present in the mixture particles as they begin to absorb water. α values decrease from 50-99% relative humidity, this implies hygroscopic growth in aerosol particles and an increase in particle size distribution this can be attributed to the hygroscopic properties of the outer soluble coating of the insoluble core combined with the effect of some of the water soluble aerosols found within the mixture. From the quadratic part, α₂ is positive which indicates a bimodal distribution and dominance of fine mode particles. The Turbidity (β) is seen to increase from 0-99% relative humidity which indicates hazy atmospheric conditions and deterioration in visibility as relative humidity increases.

The variations in α, α₁ and β in Models 2, 3, 4 and 5 are similar to those of Model 1 from Table 5 as seen from Appendix C Table 1, 3, 5, and 7 respectively.

Figure 5. Graph of Angstrom Exponent (α) against Relative Humidity (RH) for five SOOT Models

From Figure 6, the visibility decreases with the increase in RH but increases with the increase in wavelength. Visibility is lower at shorter wavelength due to dominance of soot particles.

Table 6. Size Distribution and Hygroscopic Growth analysis (Model 1-SOOT)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>γ</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.421</td>
<td>3.158174</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.429</td>
<td>3.201624</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.434</td>
<td>3.226229</td>
</tr>
</tbody>
</table>

From Table 6 Model 1, the values of $R^2$ show that the data fitted the equation models very well. The Visibility Enhancement $f(RH, \lambda)$ has satisfied the inverse power law. The increase in humidification factor (γ) and the mean aerosol particle size distribution (ν) with wavelength implies that the number of larger particles increases compared to the number of smaller particles at longer wavelengths and smaller particles have more effect in decreasing visibility at shorter wavelengths. The values of $\nu > 3$ imply typical hazy atmospheric conditions (Junge 1958).

The variations in the humidification factor (γ) and the mean aerosol particle size distribution (ν) of Models 2, 3, 4 and 5 are similar to those of Model 1 from Table 6 as
seen in Appendix C Table 2, 4, 6 and 8 respectively.

The values of the mean exponent hygroscopic growth curve ($\mu$) increases with increasing SOOT aerosol concentration across the models and this implies a decrease in the effective hygroscopic growth ($g_{eff}$).

5. Conclusions

From the five model analyses carried out for each component (WASO, INSO and SOOT) respectively, it was concluded that $\alpha$ is greater than 1 which indicates fine mode particles. As WASO concentration increases, $\alpha$ increases and this implies an increase in fine mode particles. $\alpha$ is positive for all models. This shows that the aerosol distribution is bimodal with fine mode particles as dominant. Additionally, it was observed that as the RH and WASO concentration increases, there were fluctuations in the values of $\alpha$, and this may imply a non-linear relationship between the externally mixed aerosols. Similarly, the above conclusions apply for varying INSO and SOOT concentrations respectively. The Turbidity ($\beta$) was observed to increase from 0-99% relative humidity which indicated hazy atmospheric conditions and deterioration in visibility as relative humidity increased.

Visibility decreases with an increase in relative humidity and WASO, INSO and SOOT aerosol concentrations across all models respectively. As INSO and WASO aerosol concentrations and relative humidity increased, the hygroscopic or water soluble part of the aerosol mixture were found to be the main contributors in the degradation of visibility.

It was observed that across the models as RH increased (1-RH) decreased. With the increase in WASO concentration, $\mu$ decreased this implied that as WASO concentration increased, $1/\mu$ increased and $g_{eff}$ increased. The Visibility enhancement decreased as RH increased. The humidification factor ($\gamma$) decreased then later increased. The humidification factor ($\gamma$) decreased then later increased this maybe due to a non linear relationship between WASO concentration and Visibility enhancement. $\nu$ behaved as $\gamma$ thus this implies that there is also a non linear relationship between the variation in WASO concentration and the change in particle size distribution. As relative humidity increased, $g_{eff}$ increased while $\mu$ decreased and as WASO concentration increased, $g_{eff}$ increased while $\mu$ decreased. $\gamma$ decreased and then increased.

With the increase in INSO concentration, $\mu$ increased this implied that as INSO concentration increased, $1/\mu$ decreased and $g_{eff}$ decreased. The humidification factor ($\gamma$) decreased and this implied that increase in INSO concentration reduced absorption of water. $\nu$ fluctuates, this implies that there is also a non linear relationship between the variation in INSO concentration and the change in particle size distribution. As relative humidity increased, $g_{eff}$ decreased while $\mu$ increased and as INSO concentration increased, $g_{eff}$ decreased while $\mu$ increased, $\gamma$ decreased all through.

With increasing SOOT concentration, $g_{eff}$ decreased as $1/\mu$ decreased and the humidification factor ($\gamma$) decreases which implies that the increase in SOOT concentration reduced water uptake. $\nu$ decreases which implies a decrease in particle size distribution. As relative humidity increased, $g_{eff}$ decreased while $\mu$ increased and as SOOT concentration increased. As relative humidity increased, $g_{eff}$ decreased while $\mu$ increased, $\gamma$ decreased all through.
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Appendix A

Water-Soluble (WASO)

Table 1. Visibility analysis (Model 2- WASO)

<table>
<thead>
<tr>
<th>RH</th>
<th>$R^2$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$R^2$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.99906</td>
<td>1.35151</td>
<td>0.08688</td>
<td>0.99974</td>
<td>1.55343</td>
<td>0.17907</td>
<td>0.08282</td>
</tr>
<tr>
<td>50%</td>
<td>0.99906</td>
<td>1.36385</td>
<td>0.11608</td>
<td>0.99974</td>
<td>1.61834</td>
<td>0.22570</td>
<td>0.10928</td>
</tr>
<tr>
<td>70%</td>
<td>0.99793</td>
<td>1.35748</td>
<td>0.13548</td>
<td>0.99974</td>
<td>1.70018</td>
<td>0.30393</td>
<td>0.12490</td>
</tr>
<tr>
<td>80%</td>
<td>0.99793</td>
<td>1.34193</td>
<td>0.15736</td>
<td>0.99974</td>
<td>1.69715</td>
<td>0.31504</td>
<td>0.14464</td>
</tr>
<tr>
<td>90%</td>
<td>0.99722</td>
<td>1.30589</td>
<td>0.21267</td>
<td>0.99974</td>
<td>1.69886</td>
<td>0.34851</td>
<td>0.19373</td>
</tr>
<tr>
<td>95%</td>
<td>0.99649</td>
<td>1.23363</td>
<td>0.30933</td>
<td>0.99974</td>
<td>1.65025</td>
<td>0.36949</td>
<td>0.28021</td>
</tr>
<tr>
<td>98%</td>
<td>0.99516</td>
<td>1.11938</td>
<td>0.52310</td>
<td>0.99974</td>
<td>1.56387</td>
<td>0.39420</td>
<td>0.47074</td>
</tr>
<tr>
<td>99%</td>
<td>0.99392</td>
<td>1.03360</td>
<td>0.74808</td>
<td>0.99974</td>
<td>1.49403</td>
<td>0.40834</td>
<td>0.67065</td>
</tr>
</tbody>
</table>
Table 2. Size Distribution and Hygroscopic Growth analysis (Model 2-WASO)

<table>
<thead>
<tr>
<th>λ</th>
<th>R²</th>
<th>γ</th>
<th>ν</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.416</td>
<td>3.13200</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.424</td>
<td>3.17235</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.427</td>
<td>3.19177</td>
</tr>
</tbody>
</table>

Table 3. Visibility analysis (Model 3- WASO)

<table>
<thead>
<tr>
<th>RH</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R²</td>
<td>α</td>
</tr>
<tr>
<td>0%</td>
<td>0.99942</td>
<td>1.33858</td>
</tr>
<tr>
<td>50%</td>
<td>0.99847</td>
<td>1.35279</td>
</tr>
<tr>
<td>70%</td>
<td>0.99847</td>
<td>1.34792</td>
</tr>
<tr>
<td>80%</td>
<td>0.99847</td>
<td>1.33113</td>
</tr>
<tr>
<td>90%</td>
<td>0.99747</td>
<td>1.29306</td>
</tr>
<tr>
<td>95%</td>
<td>0.99646</td>
<td>1.23035</td>
</tr>
<tr>
<td>98%</td>
<td>0.99519</td>
<td>1.11688</td>
</tr>
<tr>
<td>99%</td>
<td>0.99408</td>
<td>1.03238</td>
</tr>
</tbody>
</table>

Table 4. Size Distribution and Hygroscopic Growth analysis (Model 3-WASO)

<table>
<thead>
<tr>
<th>λ</th>
<th>R²</th>
<th>γ</th>
<th>ν</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.99987</td>
<td>0.414</td>
<td>3.121978</td>
</tr>
<tr>
<td>0.65</td>
<td>0.99872</td>
<td>0.421</td>
<td>3.160147</td>
</tr>
<tr>
<td>0.75</td>
<td>0.99747</td>
<td>0.425</td>
<td>3.177426</td>
</tr>
</tbody>
</table>

Table 5. Visibility analysis (Model 4- WASO)

<table>
<thead>
<tr>
<th>RH</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R²</td>
<td>α</td>
</tr>
<tr>
<td>0%</td>
<td>0.99900</td>
<td>1.32447</td>
</tr>
<tr>
<td>50%</td>
<td>0.99850</td>
<td>1.34896</td>
</tr>
<tr>
<td>70%</td>
<td>0.99850</td>
<td>1.34027</td>
</tr>
<tr>
<td>80%</td>
<td>0.99850</td>
<td>1.32827</td>
</tr>
<tr>
<td>90%</td>
<td>0.99728</td>
<td>1.29296</td>
</tr>
<tr>
<td>95%</td>
<td>0.99728</td>
<td>1.22767</td>
</tr>
<tr>
<td>98%</td>
<td>0.99539</td>
<td>1.11634</td>
</tr>
<tr>
<td>99%</td>
<td>0.99373</td>
<td>1.03402</td>
</tr>
</tbody>
</table>

Table 6. Size Distribution and Hygroscopic Growth analysis (Model 4-WASO)

<table>
<thead>
<tr>
<th>λ</th>
<th>R²</th>
<th>γ</th>
<th>ν</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.99987</td>
<td>0.414</td>
<td>3.121978</td>
</tr>
<tr>
<td>0.65</td>
<td>0.99872</td>
<td>0.421</td>
<td>3.160147</td>
</tr>
<tr>
<td>0.75</td>
<td>0.99747</td>
<td>0.425</td>
<td>3.177426</td>
</tr>
</tbody>
</table>
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### Table 7. Visibility analysis (Model 5- WASO)

<table>
<thead>
<tr>
<th>RH</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( R^2 )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>0%</td>
<td>0.99939</td>
<td>1.31346</td>
</tr>
<tr>
<td>50%</td>
<td>0.99939</td>
<td>1.32863</td>
</tr>
<tr>
<td>70%</td>
<td>0.99829</td>
<td>1.33482</td>
</tr>
<tr>
<td>80%</td>
<td>0.99829</td>
<td>1.32433</td>
</tr>
<tr>
<td>90%</td>
<td>0.99742</td>
<td>1.28527</td>
</tr>
<tr>
<td>95%</td>
<td>0.99742</td>
<td>1.22247</td>
</tr>
<tr>
<td>98%</td>
<td>0.99518</td>
<td>1.11222</td>
</tr>
<tr>
<td>99%</td>
<td>0.99396</td>
<td>1.02970</td>
</tr>
</tbody>
</table>

### Table 8. Size Distribution and Hygroscopic Growth analysis (Model 5-WASO)

\[ \mu = 5.11657 \]

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( R^2 )</th>
<th>( \gamma )</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.410</td>
<td>3.10370</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.416</td>
<td>3.130541</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.419</td>
<td>3.147515</td>
</tr>
</tbody>
</table>

### Appendix B

**Insoluble (INSO)**

### Table 1. Visibility analysis (Model 2- INSO)

<table>
<thead>
<tr>
<th>RH</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( R^2 )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>0%</td>
<td>0.99902</td>
<td>1.37058</td>
</tr>
<tr>
<td>50%</td>
<td>0.99842</td>
<td>1.38126</td>
</tr>
<tr>
<td>70%</td>
<td>0.99871</td>
<td>1.36932</td>
</tr>
<tr>
<td>80%</td>
<td>0.99751</td>
<td>1.35485</td>
</tr>
<tr>
<td>90%</td>
<td>0.99712</td>
<td>1.31448</td>
</tr>
<tr>
<td>95%</td>
<td>0.99635</td>
<td>1.24052</td>
</tr>
<tr>
<td>98%</td>
<td>0.99518</td>
<td>1.12382</td>
</tr>
<tr>
<td>99%</td>
<td>0.99388</td>
<td>1.03637</td>
</tr>
</tbody>
</table>

### Table 2. Size Distribution and Hygroscopic Growth analysis (Model 2-INSO)

\[ \mu = 5.15606 \]

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( R^2 )</th>
<th>( \gamma )</th>
<th>( \nu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.418</td>
<td>3.144787</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.427</td>
<td>3.189630</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.431</td>
<td>3.211264</td>
</tr>
</tbody>
</table>
### Table 3. Visibility analysis (Model 3-INSO)

<table>
<thead>
<tr>
<th>RH</th>
<th>$R^2$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$R^2$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.99894</td>
<td>1.37596</td>
<td>0.08528</td>
<td>0.99996</td>
<td>1.62793</td>
<td>0.22346</td>
<td>0.08033</td>
</tr>
<tr>
<td>50%</td>
<td>0.99847</td>
<td>1.38263</td>
<td>0.11498</td>
<td>0.99996</td>
<td>1.67868</td>
<td>0.26255</td>
<td>0.10718</td>
</tr>
<tr>
<td>70%</td>
<td>0.99847</td>
<td>1.36909</td>
<td>0.13515</td>
<td>0.99996</td>
<td>1.71453</td>
<td>0.30636</td>
<td>0.12451</td>
</tr>
<tr>
<td>80%</td>
<td>0.99847</td>
<td>1.35685</td>
<td>0.15653</td>
<td>0.99996</td>
<td>1.68166</td>
<td>0.28806</td>
<td>0.14492</td>
</tr>
<tr>
<td>90%</td>
<td>0.99743</td>
<td>1.30791</td>
<td>0.21453</td>
<td>0.99996</td>
<td>1.68537</td>
<td>0.33475</td>
<td>0.19615</td>
</tr>
<tr>
<td>95%</td>
<td>0.99638</td>
<td>1.24005</td>
<td>0.31167</td>
<td>0.99996</td>
<td>1.66513</td>
<td>0.37699</td>
<td>0.28177</td>
</tr>
<tr>
<td>98%</td>
<td>0.99520</td>
<td>1.12275</td>
<td>0.52927</td>
<td>0.99996</td>
<td>1.56688</td>
<td>0.39388</td>
<td>0.47633</td>
</tr>
<tr>
<td>99%</td>
<td>0.99387</td>
<td>1.03626</td>
<td>0.75816</td>
<td>0.99996</td>
<td>1.49990</td>
<td>0.41118</td>
<td>0.67917</td>
</tr>
</tbody>
</table>

### Table 4. Size Distribution and Hygroscopic Growth analysis (Model 3-INSO)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>$\gamma$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.419</td>
<td>3.150005</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.427</td>
<td>3.191274</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.432</td>
<td>3.216909</td>
</tr>
</tbody>
</table>

### Table 5. Visibility analysis (Model 4-INSO)

<table>
<thead>
<tr>
<th>RH</th>
<th>$R^2$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$R^2$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.99908</td>
<td>1.38252</td>
<td>0.08526</td>
<td>0.99978</td>
<td>1.59173</td>
<td>0.18554</td>
<td>0.08113</td>
</tr>
<tr>
<td>50%</td>
<td>0.99836</td>
<td>1.38041</td>
<td>0.11583</td>
<td>0.99978</td>
<td>1.68943</td>
<td>0.27406</td>
<td>0.10764</td>
</tr>
<tr>
<td>70%</td>
<td>0.99871</td>
<td>1.36991</td>
<td>0.13540</td>
<td>0.99978</td>
<td>1.64678</td>
<td>0.24554</td>
<td>0.12679</td>
</tr>
<tr>
<td>80%</td>
<td>0.99748</td>
<td>1.35520</td>
<td>0.15782</td>
<td>0.99978</td>
<td>1.73955</td>
<td>0.34086</td>
<td>0.14406</td>
</tr>
<tr>
<td>90%</td>
<td>0.99748</td>
<td>1.30839</td>
<td>0.21576</td>
<td>0.99978</td>
<td>1.70144</td>
<td>0.34858</td>
<td>0.19655</td>
</tr>
<tr>
<td>95%</td>
<td>0.99635</td>
<td>1.24049</td>
<td>0.31351</td>
<td>0.99978</td>
<td>1.66727</td>
<td>0.37849</td>
<td>0.28332</td>
</tr>
<tr>
<td>98%</td>
<td>0.99513</td>
<td>1.12283</td>
<td>0.53251</td>
<td>0.99978</td>
<td>1.57072</td>
<td>0.39722</td>
<td>0.47882</td>
</tr>
<tr>
<td>99%</td>
<td>0.99392</td>
<td>1.03570</td>
<td>0.76325</td>
<td>0.99978</td>
<td>1.49707</td>
<td>0.40917</td>
<td>0.68410</td>
</tr>
</tbody>
</table>

### Table 6. Size Distribution and Hygroscopic Growth analysis (Model 4-INSO)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>$\gamma$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.420</td>
<td>3.153959</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.428</td>
<td>3.196834</td>
</tr>
<tr>
<td>0.75</td>
<td>0.997</td>
<td>0.433</td>
<td>3.220585</td>
</tr>
</tbody>
</table>
Table 7. Visibility analysis (Model 5- INSO)

<table>
<thead>
<tr>
<th>RH</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>0%</td>
<td>0.99894</td>
<td>1.37596</td>
</tr>
<tr>
<td>50%</td>
<td>0.99847</td>
<td>1.38263</td>
</tr>
<tr>
<td>70%</td>
<td>0.99847</td>
<td>1.36968</td>
</tr>
<tr>
<td>80%</td>
<td>0.99847</td>
<td>1.35406</td>
</tr>
<tr>
<td>90%</td>
<td>0.99730</td>
<td>1.30987</td>
</tr>
<tr>
<td>95%</td>
<td>0.99640</td>
<td>1.24022</td>
</tr>
<tr>
<td>98%</td>
<td>0.99499</td>
<td>1.12263</td>
</tr>
<tr>
<td>99%</td>
<td>0.99390</td>
<td>1.03612</td>
</tr>
</tbody>
</table>

Table 8. Size Distribution and Hygroscopic Growth analysis (Model 5-INSO)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>$\gamma$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.420</td>
<td>3.155501</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.429</td>
<td>3.200019</td>
</tr>
<tr>
<td>0.75</td>
<td>0.997</td>
<td>0.433</td>
<td>3.222553</td>
</tr>
</tbody>
</table>

Appendix C

SOOT

Table 1. Visibility analysis (Model 2- SOOT)

<table>
<thead>
<tr>
<th>RH</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>0%</td>
<td>0.99894</td>
<td>1.37596</td>
</tr>
<tr>
<td>50%</td>
<td>0.99836</td>
<td>1.38041</td>
</tr>
<tr>
<td>70%</td>
<td>0.99836</td>
<td>1.37343</td>
</tr>
<tr>
<td>80%</td>
<td>0.99836</td>
<td>1.35501</td>
</tr>
<tr>
<td>90%</td>
<td>0.99836</td>
<td>1.30612</td>
</tr>
<tr>
<td>95%</td>
<td>0.99646</td>
<td>1.24013</td>
</tr>
<tr>
<td>98%</td>
<td>0.99514</td>
<td>1.12342</td>
</tr>
<tr>
<td>99%</td>
<td>0.99397</td>
<td>1.03585</td>
</tr>
</tbody>
</table>

Table 2. Size Distribution and Hygroscopic Growth analysis (Model 2-SOOT)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>$\gamma$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.416</td>
<td>3.135338</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.425</td>
<td>3.178341</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.429</td>
<td>3.198118</td>
</tr>
</tbody>
</table>
### Table 3. Visibility analysis (Model 3- SOOT)

<table>
<thead>
<tr>
<th>RH</th>
<th>$R^2$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$R^2$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.99937</td>
<td>1.37151</td>
<td>0.08596</td>
<td>0.99985</td>
<td>1.54290</td>
<td>0.15200</td>
<td>0.08253</td>
</tr>
<tr>
<td>50%</td>
<td>0.99937</td>
<td>1.37682</td>
<td>0.11507</td>
<td>0.99985</td>
<td>1.62401</td>
<td>0.21922</td>
<td>0.10852</td>
</tr>
<tr>
<td>70%</td>
<td>0.99811</td>
<td>1.37223</td>
<td>0.13422</td>
<td>0.99985</td>
<td>1.70665</td>
<td>0.29658</td>
<td>0.12398</td>
</tr>
<tr>
<td>80%</td>
<td>0.99811</td>
<td>1.35425</td>
<td>0.15630</td>
<td>0.99985</td>
<td>1.73675</td>
<td>0.33922</td>
<td>0.14273</td>
</tr>
<tr>
<td>90%</td>
<td>0.99737</td>
<td>1.31072</td>
<td>0.21228</td>
<td>0.99985</td>
<td>1.69411</td>
<td>0.34001</td>
<td>0.19382</td>
</tr>
<tr>
<td>95%</td>
<td>0.99644</td>
<td>1.24092</td>
<td>0.30806</td>
<td>0.99985</td>
<td>1.66315</td>
<td>0.37446</td>
<td>0.27869</td>
</tr>
<tr>
<td>98%</td>
<td>0.99515</td>
<td>1.12343</td>
<td>0.52184</td>
<td>0.99985</td>
<td>1.57038</td>
<td>0.39638</td>
<td>0.46933</td>
</tr>
<tr>
<td>99%</td>
<td>0.99408</td>
<td>1.03748</td>
<td>0.74654</td>
<td>0.99985</td>
<td>1.49361</td>
<td>0.40453</td>
<td>0.66996</td>
</tr>
</tbody>
</table>

### Table 4. Size Distribution and Hygroscopic Growth analysis (Model 3-SOOT)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>$\gamma$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.415</td>
<td>3.125654</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.424</td>
<td>3.172354</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.428</td>
<td>3.195594</td>
</tr>
</tbody>
</table>

### Table 5. Visibility analysis (Model 4- SOOT)

<table>
<thead>
<tr>
<th>RH</th>
<th>$R^2$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$R^2$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.99894</td>
<td>1.37596</td>
<td>0.08613</td>
<td>0.99996</td>
<td>1.62793</td>
<td>0.22346</td>
<td>0.08114</td>
</tr>
<tr>
<td>50%</td>
<td>0.99823</td>
<td>1.37277</td>
<td>0.11614</td>
<td>0.99996</td>
<td>1.69462</td>
<td>0.28544</td>
<td>0.10760</td>
</tr>
<tr>
<td>70%</td>
<td>0.99823</td>
<td>1.36909</td>
<td>0.13515</td>
<td>0.99996</td>
<td>1.71453</td>
<td>0.30636</td>
<td>0.12451</td>
</tr>
<tr>
<td>80%</td>
<td>0.99823</td>
<td>1.35324</td>
<td>0.15673</td>
<td>0.99996</td>
<td>1.68392</td>
<td>0.29326</td>
<td>0.14490</td>
</tr>
<tr>
<td>90%</td>
<td>0.99724</td>
<td>1.31463</td>
<td>0.21215</td>
<td>0.99996</td>
<td>1.70860</td>
<td>0.34939</td>
<td>0.19321</td>
</tr>
<tr>
<td>95%</td>
<td>0.99648</td>
<td>1.24101</td>
<td>0.30859</td>
<td>0.99996</td>
<td>1.66052</td>
<td>0.37205</td>
<td>0.27935</td>
</tr>
<tr>
<td>98%</td>
<td>0.99521</td>
<td>1.12462</td>
<td>0.52215</td>
<td>0.99996</td>
<td>1.56895</td>
<td>0.39406</td>
<td>0.46990</td>
</tr>
<tr>
<td>99%</td>
<td>0.99410</td>
<td>1.03813</td>
<td>0.74689</td>
<td>0.99996</td>
<td>1.49388</td>
<td>0.40419</td>
<td>0.67033</td>
</tr>
</tbody>
</table>

### Table 6. Size Distribution and Hygroscopic Growth analysis (Model 4-SOOT)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>$\gamma$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.414</td>
<td>3.122768</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.422</td>
<td>3.163033</td>
</tr>
<tr>
<td>0.75</td>
<td>0.997</td>
<td>0.427</td>
<td>3.188241</td>
</tr>
</tbody>
</table>
### Table 7. Visibility analysis (Model 5- SOOT)

<table>
<thead>
<tr>
<th>RH</th>
<th>$R^2$</th>
<th>$a$</th>
<th>$\beta$</th>
<th>$R^2$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.99917</td>
<td>1.37292</td>
<td>0.08685</td>
<td>0.99985</td>
<td>1.57617</td>
<td>0.18025</td>
<td>0.08276</td>
</tr>
<tr>
<td>50%</td>
<td>0.99917</td>
<td>1.37596</td>
<td>0.11627</td>
<td>0.99985</td>
<td>1.62793</td>
<td>0.22346</td>
<td>0.10952</td>
</tr>
<tr>
<td>70%</td>
<td>0.99917</td>
<td>1.36787</td>
<td>0.13551</td>
<td>0.99985</td>
<td>1.65017</td>
<td>0.25036</td>
<td>0.12673</td>
</tr>
<tr>
<td>80%</td>
<td>0.99812</td>
<td>1.35465</td>
<td>0.15694</td>
<td>0.99985</td>
<td>1.68142</td>
<td>0.28979</td>
<td>0.14523</td>
</tr>
<tr>
<td>90%</td>
<td>0.99712</td>
<td>1.30915</td>
<td>0.21360</td>
<td>0.99985</td>
<td>1.70272</td>
<td>0.34904</td>
<td>0.19455</td>
</tr>
<tr>
<td>95%</td>
<td>0.99649</td>
<td>1.24048</td>
<td>0.30922</td>
<td>0.99985</td>
<td>1.65916</td>
<td>0.37131</td>
<td>0.27997</td>
</tr>
<tr>
<td>98%</td>
<td>0.99521</td>
<td>1.12461</td>
<td>0.52268</td>
<td>0.99985</td>
<td>1.56926</td>
<td>0.39434</td>
<td>0.47034</td>
</tr>
<tr>
<td>99%</td>
<td>0.99404</td>
<td>1.03795</td>
<td>0.74757</td>
<td>0.99985</td>
<td>1.49576</td>
<td>0.40601</td>
<td>0.67061</td>
</tr>
</tbody>
</table>

### Table 8. Size Distribution and Hygroscopic Growth analysis (Model 5-SOOT)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$R^2$</th>
<th>$\gamma$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>0.998</td>
<td>0.413</td>
<td>3.116334</td>
</tr>
<tr>
<td>0.65</td>
<td>0.997</td>
<td>0.421</td>
<td>3.156321</td>
</tr>
<tr>
<td>0.75</td>
<td>0.996</td>
<td>0.426</td>
<td>3.182447</td>
</tr>
</tbody>
</table>
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ABSTRACT
A comprehensive analysis of climate data (1958-2018) is carried out at the national scale in India to assess spatiotemporal variation in aridity. The aridity is analyzed using UNEP (United Nations Environment Programme) Aridity Index (AI), which is the ratio between Precipitation (P) and Potential Evapotranspiration (PET). Freely available Terra-Climate database, P and PET variables, offered an unprecedented opportunity for monitoring variations in AI and aridity index anomalies (AIA) at inter-seasonal and inter-decadal basis. The study also assesses longer term patterns of P and AI anomalies with vegetation anomalies. The results indicate that significant clustered areas with maximum dryness are located at west-central part of India, the state of Maharashtra. Overall, there is a gradual increase in the extent of arid zone during 60-year period and spatially maximum extent of percentage change in aridity area is observed. The change patterns of AI in India are largely driven by the changing patterns of precipitation. The maximum impact of decline in precipitation on AIA was observed during Kharif season frequently, for every 4-5 years during 1972-1992. The pattern repeated in the last few recent years (2013-2018), the decline in precipitation resulted increased aridity. The study also reveals that the availability and usage of irrigation sources have increased from 2014 to 2018. Thus, despite of less precipitation positive vegetation has been resulted in this period. The findings are important to understand the impacts of climate change on land use pattern, and land and water resource management.

1. Introduction
India is an agrarian country with two-third of its population depending on agriculture and allied activities. It stands the first among the rain-fed agricultural countries of the world [1] with about 61 per cent of farmers relying on rain-fed agriculture. Half of the gross cropped area in India under rain-fed farming [2] and is the second largest producer of rice and wheat, staple food for millions of the world (FAO, 2020). The agriculture productivity primarily depends on climatic factors, namely, precipitation, temperature and evapotranspiration [3,4]. The precipitation
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(P), i.e., the quantity of rainfall, its intensity, and its distribution over an area during each cropping season can define the economy of any agriculture dependent country like India [5]. The precipitation and its pattern are also important for gaining an understanding of the micro-level availability of water, which in turn is useful for planning agricultural activities, and land and water development activities for future use [6]. Potential Evapotranspiration (PET) is the rate at which evapotranspiration occurs from a large area that is completely and uniformly covered with growing vegetation that has access to an unlimited supply of soil water, without advection or heat storage effects [7]. P and PET can collectively affect the availability of water spatially and temporally [10] impacting society and ecosystems [11]. The relationship with these two climatic factors informs about degree of aridity in the given area. Here, aridity index (AI) is an indicator of degree dryness of the climate at a given location, which is generally calculated as mathematical measures of P (long-term average water supply) and PET (long-term average water demand). This depends on six climatic factors, namely, maximum air temperature, precipitation, actual vapor pressure, actual solar radiation, minimum air temperature and wind speed [12]. Studying AI and its anomalies (Aridity Index Anomaly - AIA) are like monitoring climate variability and its impact on vegetation. The study of these indices is a good tool that policy makers can use to plan agricultural activities, and the use of water resource and its management.

The United Nations Environmental Programme (UNEP, 1993) defined AI as the ratio of the annual P to the total PET. The high- spatial and temporal resolution Terra Climate dataset has information on various climate variables (both primary and secondary) such as P and PET at a global scale. The monthly datasets of Terra Climate are useful in aridity and other drought index studies [12]. McKee et al. [15,16] developed Standardized Precipitation Index (SPI) a drought index which is simple, easy to calculate and statistically relevant and meaningful. It depends on a single meteorological element, i.e. P, hence flexible and temporally versatile [18,19]. Similarly, the impact of climatic variability on the vegetation can be measured using various remote sensing indices. For example, Normalized Difference Vegetation Index (NDVI) [20] is used most often for monitoring vegetation during growing seasons because of its good correlation with crop productivity [21,22]. Similarly, Enhanced Vegetation Index (EVI) was developed as an alternative vegetation index to address some of the limitations of the NDVI [23]. The Moderate Resolution Imaging Spectro-radiometer (MODIS) provides these vegetation indices fortnightly that are useful in anomaly studies. The NDVI anomaly can be studied along with meteorological indices (AIA and SPI) to characterize drought related impacts on growing vegetation at timescales from month to year [24-27].

The primary objective of the research is to understand distribution of aridity, ranging from month to season, to year across India using Terra Climate (1958-2018) data. The spatio-temporal changes in aridity are assessed using data for 1958-1968 and 2008-2018. To understand the seasonal pattern (aridity anomalies, drought anomalies and vegetation anomalies), State of Maharashtra is taken as a case study, where MODIS-NDVI (2000-2008) anomalies are analyzed with AI and SPI (monthly precipitation and PET data of Terra Climate). These anomalies are compared with agriculture and irrigation data sources. Maharashtra is known for dependence of around 55% of population on agriculture and its allied activities [28,17]. The region has a history of drought [29] and is in a constant state of drought since the year 2012 with deficits in rainfall after every 5-6 years [30,31].

2. Study Area and Data Used

2.1 Study Area

India is a tropical country situated between 06°44’ and 37°30’ north latitude and 68°7’ and 97°25’ east longitude, covering an area of 3,287,263 km². The country depicts heterogeneous climatic variation with Himalayan arc in the north, Indian Ocean in south, Arabian Sea in southwest, and the Bay of Bengal in its southeast. The country can be divided into six aridity classes, namely, hyper-arid, arid, semi-arid, dry sub-humid, moist sub-humid and humid. About 15.8% (50.8 Mha) of the geographic area is arid and nearly 37.6% (123.4 Mha) is characterized by semi-arid climatic conditions. Different types of crops are adapted to the natural climate in their respective zones. Over 75% of the cropped area of India falls in the semi-arid tropics (131 million ha out of 174 million ha), which is regularly hit by drought. Both hot and cold arid zones are found in India. In the cold arid zones, the precipitation is low, the vegetation is scattered, and the PET is even as low as zero. Thus, AI values cannot be determined in the cold arid zones. So in this study only the hot arid zone of India (Figure 1) is considered to analyze aridity and its anomalies.

For the study of NDVI, AI and SPI anomalies, state of Maharashtra is taken as a case study. It is situated between 15°44’ and 22°6’ north latitude and 72°36’ E to 80°54’ east longitude. Around 83% of the state is characterized by semi-arid climatic condition [11]. The western boundary is a narrow string of dry and moist sub-humid zones between semi-arid and Ghat region. The Konkan and the
Ghat regions are humid and per-humid respectively. One-third of Maharashtra receives scanty rainfall. This area constitutes 24% of the drought prone area of India. Several region-wide droughts of moderate to extreme intensity were experienced in Maharashtra between 1871 and 2016, which have adversely affected the agricultural crops. The state accounts for about 9.3% of India’s population (2011) and 11.6% of gross cropped area (2015-16). Only 18% of the cropped area, which is predominantly rain-fed, is irrigated. In the state, the share of agriculture and allied sectors declined from 26.01% to 17.90% during 1960-61 to 1990-91 respectively and further to 9.9% in 2018-19. Considering the challenges involved, only agricultural land was studied in the present work.

2.2 Data Used

This study used two types of datasets (i) climate data and (ii) remote sensing data.

2.2.1 Climate data

The meteorological data (P and PET) were downloaded using Google Earth Engine (GEE) platform from Terra Climate database with spatial resolution of ~4 km for a period of 60 years (1958-2018). These datasets were used to compute AI, AIA, and SPI; over entire India. These were also used to assess the aridity and relationship with precipitation and vegetation indices (NDVI; NDVI Dev) over the state of Maharashtra.

2.2.2 Remote sensing data

MODIS NDVI (MOD13Q1) product with spatial resolution of 250 m generated every 16 days was obtained from LPDAAC (https://lpdac.usgs.gov) for the years 2000-2018. It was processed using MODIS Reprojection Tool (MRT). Land Use Land Cover (LULC) map of the year 2005 was used to extract agricultural area and other areas were masked out.

2.3 Methodology

The methodology is organized in two sections. The first section describes calculation of assessment of aridity index anomaly and seasonal long-term (60 years) pattern of aridity anomaly across India. The second section describes seasonal patterns of AIA, NDVI anomaly, and SPI.

2.3.1 Aridity Index Anomaly (AIA) and decadal changes

The monthly AI was computed using Terra Climate monthly variables i.e., P and PET for the period 1958-2018 while applying the UNEP (United Nations Environment Programme) Aridity Index (AI) (= ratio of P and PET) (UNEP, 1993). The monthly AI data (for 1958-2018) was staked forming altogether 720 layer (60 years × 12 months) database. These AI layers were used to generate AIA [=, where, is the long-term (60-year) mean AI and is the AI layer of the year (1958-2018)]. To carry the inter-seasonal and inter-decadal studies, these monthly AI and AIA layers were converted to seasonal (monsoon, winter, and summer, where each season consist of 60 layers), annual and decadal dataset. The spatial change detection of AI maps for monthly, seasonal, and decadal over regional and local scales (India and Maharashtra, respectively) and hot spot analysis was carried using ArcGIS (Getis-Ord Gi*) tools. AI values were classified into six classes based on UNEP, i.e., Hyper-arid (HA) (AI < 0.05), Arid (A) (0.05 ≤ AI < 0.20), Semi-Arid (SA) (0.20 ≤ AI < 0.50), Dry sub-Humid (DsHu) (0.50 ≤ AI < 0.65), and Humid (Hu) (AI ≥ 1). The resulted hot and cold spots were classified into seven categories based on their Gi Bin values: Hotspot (HS) 99% significant, HS 95% significant, HS 90% significant, not statistically significant, cold spot (CS) 90% significant, CS 95% significant, and CS 99% significant. The temporal DOI: https://doi.org/10.30564/jasr.v4i3.3475
variation plots and change in area and percentage of total arid area were carried out by extracting statistical values of AI and AIA using R software and ArcGIS tools.

2.3.2 Seasonal patterns analysis of AIA, NDVI anomaly, and Standardized Precipitation Index (SPI)

The seasonal pattern of AIA along with SPI is carried out to assess the impact on agriculture over extremely significant hot spot regions of aridity. The AIA for the year 2000-2018 was computed using the methodology as explained in the earlier section. For the computation of NDVI anomaly and SPI the following methods were used.

2.3.3 NDVI anomaly

MODIS NDVI products of 250 m resolution produced fortnightly were downloaded from the LPDAAC data pool. The dataset was re-projected with the WSG84 datum. The fortnightly NDVI products were transformed into monthly data by selecting the maximum NDVI of each month from 2000 to 2018. These monthly NDVI data were stacked in sequence for each month. The masking out of the non-agricultural area was carried out using the agriculture area (cropland and fallow land) from the LULC map of the year 2005 [35] to prepare MODIS agricultural NDVI files. The monthly NDVI files were used to generate the NDVI anomaly \[=, \text{ where, } \] is the mean NDVI and \( \text{ is the NDVI layer for each month of the year (2000-2018)}. \]

2.3.4 Standardized Precipitation Index (SPI)

The SPI is a drought index representing the probability of occurrence of the observed rainfall at a location compared with a long-term reference period. The monthly precipitation data were stacked for the period from 2000 to 2018. The mean and standard deviation of these layers were calculated using the ERDAS software package. The monthly precipitation data were used to calculate the SPI \[=, \text{ where, } \] and \( \text{ represent the } i^{th} \text{ value and the mean value and } \sigma \text{ represents the deviation from the mean value}. \] The non-agricultural area was masked out from the monthly (2000-2018) SPI layers.

The AI anomaly, NDVI anomaly, and SPI were determined for three seasons: the summer monsoon (June-September), winter (October-January) and summer (February-May) as the mean values of the months of each season. The seasonal files were extracted using the R software package (http://openwetware.org/wiki/R_Statistics). The overall methodology of this study is illustrated in Figure 2 (a, b).

![Figure 2. Schematic diagram of approach used for (a) long-term aridity anomaly and decadal changes in arid zones in India, and (b) seasonal analysis of aridity anomaly, SPI and NDVI anomaly](https://doi.org/10.30564/jasr.v4i3.3475)
3. Results

Climate parameters play an important role in deciding the aridity over a region, and the quality of precipitation and PET performs an essential position in terms of understanding the extent and scale of aridity over the region. The AI, which is an indicator of degree of dryness, was analyzed for temporal (monthly, seasonal, decadal and sixty year) and spatial changes in arid zones. The AI was spatially analyzed to identify significant hot spot arid region and the impact of climate and aridity variation on agricultural regions.

3.1 Seasonal Pattern of AIA (1958-2018)

The seasonal patterns of AIA are explained by bisecting the monthly into seasonal pattern i.e., monsoon (June-September), winter (October-January) and summer (February-May) to understand the seasonal variability over India (Figure 3 a-c). The temporal patterns were inferred, by comparing the frequency (number of years) of negative AIA (more than 2 months in each season) between 1958-92 and 1993-2018 years. During monsoon, frequency of negative AIA is the maximum in the last 25 years compared to 1958-1992. This indicates that the region is turning to dryer. Extreme dryness is observed during the year 2002-03 (Figure 3a). During winter, the fluctuation of aridity level is noticed for the year 1958-1992, whereas the magnitude of aridity is extreme in the beginning of October month, followed by end of January month in sixty years. The consistent increasing trend in aridity is observed in the last 18 years (2000-2018), except the years 2005-06, 2010-11 and 2013-14. And for summer, the maximum number of years showed negative AIA during 1958-1992 (Figure 3 b-c).

3.2 Long Term (1958-2018) Pattern of AIA with Precipitation Anomaly

The long-term (1958-2018) analysis, monthly precipitation and PET data were used, and the mean seasonal and annual AIA anomaly with annual precipitation anomaly was assessed at regional level of India (Figure 4). Analysis of Seasonal AIA with

![Graph](https://via.placeholder.com/150)

**Figure 3:** Seasonal patterns of AIA (1958-2018) showing the seasonal variability over India. The temporal patterns were inferred from comparing the frequency of negative AIA (more than 2 months in each season) between 1958-92 and 1993-2018 years. During monsoon, frequency of negative AIA is the maximum in the last 25 years compared to 1958-1992. Extreme dryness is observed during the year 2002-03. During winter, the fluctuation of aridity level is noticed for the year 1958-1992, whereas the magnitude of aridity is extreme in the beginning of October month, followed by end of January month in sixty years. The consistent increasing trend in aridity is observed in the last 18 years (2000-2018), except the years 2005-06, 2010-11 and 2013-14. And for summer, the maximum number of years showed negative AIA during 1958-1992.

**Figure 4:** Long-term (1958-2018) analysis showing the mean seasonal and annual AIA anomaly with annual precipitation anomaly at regional level of India.
precipitation anomaly shows that the season-wise AIA follows the pattern with annual precipitation anomaly. The negative anomalies (AIA and precipitation anomalies) were found continued in all the seasons from 1965 to 1967, followed by 2002-2005. The maximum impact of decline in precipitation on AIA was observed during kharif season. This was very frequent for every 4-5 years during 1972-1992. In the last few years (2013-2018) over again, the decline in precipitation had an impact on aridity of an area. The changed patterns of AI over a period in India are largely driven by the changing patterns of precipitation [38].

3.2.1 Spatial (monthly) change in AI

Spatial distribution of monthly mean of AI (for 60 years) is shown in Figure 5. Distribution during January-March shows an increasing (maximum) range of aridity levels from eastern to western part of India. In the extremely dry months (April-May), northern and central regions of India indicate characteristics of hyper-arid zone. An increasing level of humid condition is observed during wet months (June-September). Due to excess in rainfall in July-August months, these months fall under humid zones. While in October-December an increase in arid condition from south towards north-west regions is been noticed indicating dryness in the north-west part of India.

3.2.2 Seasonal variation (60 years) of AIA

The sixty years spatial distribution of AIA over India in different seasons (monsoon/kharif, winter/rabi and summer/ zaid) and annual are given Figure 6. In the monsoon, an
Figure 5. Spatial distribution of monthly mean of 60 years AI Seasonal variation (60 years) of AI
3.2.3 Annual aridity (1958 and 2018) analysis

The change in area percentage of aridity conditions, from A-H and DsHu-SA are highest at Rajasthan (0.12%) and Maharashtra (1.85%) states. Whereas changes from SA-A, DsHu-SA, and Hu-SA are high at Gujarat states (1.77%, 0.03% and 1.04%). Overall, there is a gradual increase in the extent of the arid zone during 60-year period and spatially maximum extent of change is observed at Maharashtra region.
3.2.4 Hot spot analysis

The hot spot analysis tool used to identify the areas with significant spatial clustering of high variable values, is illustrated in Figure 8. The results indicate, most of the very high hot spots (statistically significant clustered areas with high negative change in AI) are located at west-central part of India. State wise percentage area of hotspot computed from total geographical area of India is shown in Table A2. The maximum percentage areas of HS 99%, and HS 95% confidence level is shown at Maharashtra state, indicating highly significant occurrence of change in arid condition noticed at Maharashtra, followed by Madhya Pradesh state at HS 90% confidence. This indicates that the increase in change in extent of aridity is highest at Maharashtra region.

3.3 Local Scale Analysis - Maharashtra

The climatic parameters and aridity variations will have impact on agriculture. As Maharashtra is proven, highest arid change region from the section 4.1.2. Hence the study carried to assess the impact of aridity and precipitation by comparing the seasonal relationship between AIA and SPI with NDVI anomaly over Maharashtra region.

3.3.1 AIA with NDVI anomaly

The temporal pattern of AIA with NDVI anomaly in three seasons during 2000-2018 is illustrated in Figure 9 a-c. Frequency of occurrence of minimal to maximal range negative AIA are majority (out of 18 years, 11 years are shown negative AIA) during monsoon. Similar NDVI anomaly falls the pattern with AIA is observed over a study period, except during 2015-2018. Whereas, in winter season, the positive pattern of both anomalies was observed only during 2010 and 2011 followed by 2014 and 2015. During dry/summer season, only 5 years (2006, 2011, 2014, 2015 and 2018) are shown positive anomalies indicate good vegetation with residual moist condition.

3.3.2 NDVI and SPI anomalies

The Standardized Precipitation Index (SPI) was calculated using monthly precipitation data for 2000-2018 from Terra Climate. The temporal pattern of SPI with NDVI anomaly in three seasons during 2000-2018 is illustrated in Figure 10a-c. The plots of the NDVI anomalies, mostly aligns with those of the AIA and SPI temporal patters in the three seasons indicating that the
Figure 9. Temporal patterns of AI and NDVI anomaly during 2000-01 to 2017-18, (a) monsoon/kharif, (b) winter/rabi, and (c) summer/zaid season
Figure 10. Temporal patterns of SPI and NDVI anomaly during 2000-01 to 2017-18, (a) monsoon/kharif, (b) winter/rabi, and (c) summer/Zaid season
change in vegetation is due to the precipitation and PET. However, the positive vegetation anomalies during monsoon season shown for recent years (2014 to 2017) despite there being a less precipitation, indicates that usage of available irrigation sources have been increased simultaneously. It was observed that with various major, medium, and minor irrigation projects, a total irrigation potential of 49.26 lakh ha had been created by the end of 2012 [39].

4. Discussion

The effective wetness or dryness of climate over a land area is decided by way of the terrestrial aridity of that area, that is measured with the aid of the ratio of annual mean precipitation to the annual imply ability evapotranspiration [12,13,36]. Earlier studies noted that globally the increase in aridity is due to the fact that the rise in atmospheric demand over land use practices leading to sever land degradation, can amplify the near-surface climatic changes and lead to further desertification over longer periods with exceed in the precipitation changes [40,41]. Thus, the degrees of dryness and the relation with precipitation carried in most of the studies to examine impacts on food grain production over India [38,42] used coarse resolution gridded datasets. Meteorological phenomena, such as fast moving clouds, forefronts variation of solar radiation. This study addresses the research gaps of previous studies with using the fine resolution gridded data sets (0.05° × 0.05°) to assess the long term (1958-2018) spatio-temporal change in aridity. This also identifies the most significant hot spots and examines the relation with precipitation and arid conditions on agriculture. The results suggest that the increase in aridity may cause loss of agricultural productivity and impact the food security if mitigation actions are not initiated. More than this the findings are important to understand impacts of climate change on land use pattern, and land and water resource management.

Studying the change in aridity at the regional scale helps to understand the magnitude, identify the extreme hot spot areas and spatial pattern of the changes as well as the shift of lands from one class of aridity to another arid class. The transition of aridity is considered as a foremost and assertive impact of global climate change [27,43,44]. The study examines the sensitivity of gridded precipitation data sets for identification of semi-arid regions over India. It makes reliable assessment of the observed regional aridity changes. Such evidence is important for decision-makers as a signaling mechanism to think about adaptation planning over the semi-arid regions of India (Ramarao et al., 2018). Such assessment features the need of satisfactory planning for the water conservation during seasonal precipitation which is often overflown. Such overflow of water during the monsoon season can be utilized for succeeding dry months. Such strategic planning can meet the harvest soil dampness request and lift horticultural creation altogether. To remedy rainfall venture and preserve crop production in the area, piloting irrigation for selected plants, as some farmers are already doing, is particularly endorsed.

5. Conclusions

The present study was conducted to understand the effect of recent changes in climate on aridity and shift of arid land in India between 1958 -1968 and 2008 -2018. For a regional picture across country the monthly and seasonal pattern of AI using Terra Climate (1958 -2018) data was carried out. The Terra Climate data provided trends in precipitation and PET, and these were used to assess the aridity shifts and the impact of aridly. It further focuses on aridity anomalies, drought anomalies and vegetation anomalies and the relations between them while taking a case of state of Maharashtra, India. The MODIS NDVI data were found useful while assessing NDVI anomalies along with AI and SPI. We also used data in agriculture and sources of agriculture to support our results. The incline in aridity in resulted in last 25 and 18 years during monsoon and winter seasons, whereas extreme dryness is noticed in 2002-03 year. The changed patterns of AI over a period are largely driven by the changing patterns of precipitation for every 4-5 years period. Spatial north-west portion of India shows an increase in aridity condition. Spatially variation of change in seasonal change aridity condition is observed i.e, during monsoon Western Ghats and central part of India extreme AIA and towards the tip and eastern costal parts of India in winter season.
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Supplementary Material

Spatial pattern of dryness

The spatial extent of dryness is computed by differencing two different years’ annual AI mean images. The map is categorized into 5 classes based on degree of dryness. In 1958 to 2000, the major extreme to dry classes has been observed at west to central part of India, followed by eastern part of India. In 1958 to 2018, the maximum extent of dryness is observed towards west part of India (Gujarat).

Figure A1. Spatial distribution of extent of dryness maps (a) 1958, 2002 and difference of 1958-2000, and b) 1958, 2018 and difference of 1958-2018

Figure A2. Long term seasonal pattern of (a) Kharif season AIA with NDVI anomaly for 1958-2018, and (b) annual precipitation anomaly with Kharif season inter-sensor NDVI anomaly
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Table A1. State wise percentage change in AI classes

<table>
<thead>
<tr>
<th>States Names</th>
<th>A-HA</th>
<th>SA-A</th>
<th>DsHu-SA</th>
<th>DsHu-A</th>
<th>Hu-SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andaman and Nicobar</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Andhra Pradesh</td>
<td>0.00</td>
<td>0.00</td>
<td>0.79</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Arunachal Pradesh</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Assam</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Bihar</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Chandigarh</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Chhattisgarh</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Dadra and Nagar Haveli</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Daman and Diu</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Delhi</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Goa</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Gujarat</td>
<td>0.00</td>
<td>1.77*</td>
<td>1.08</td>
<td>0.03*</td>
<td>1.04*</td>
</tr>
<tr>
<td>Haryana</td>
<td>0.00</td>
<td>0.03</td>
<td>0.31</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Himachal Pradesh</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Jammu and Kashmir</td>
<td>0.00</td>
<td>0.04</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Jharkhand</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Karnataka</td>
<td>0.00</td>
<td>0.00</td>
<td>1.11</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>Kerala</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Madhya Pradesh</td>
<td>0.00</td>
<td>0.00</td>
<td>0.46</td>
<td>0.00</td>
<td>0.60</td>
</tr>
<tr>
<td>Maharashtra</td>
<td>0.00</td>
<td>0.13</td>
<td>1.85*</td>
<td>0.00</td>
<td>0.19</td>
</tr>
<tr>
<td>Manipur</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Meghalaya</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Mizoram</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Nagaland</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Orissa</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Pondicherry</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Punjab</td>
<td>0.00</td>
<td>0.04</td>
<td>0.35</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Rajasthan</td>
<td>0.12*</td>
<td>0.97</td>
<td>1.23</td>
<td>0.00</td>
<td>0.51</td>
</tr>
<tr>
<td>Sikkim</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Tamil Nadu</td>
<td>0.00</td>
<td>0.00</td>
<td>0.51</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Tripura</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Uttar Pradesh</td>
<td>0.00</td>
<td>0.00</td>
<td>0.27</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Uttarakhand</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>West Bengal</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>India</td>
<td>0.12</td>
<td>2.98</td>
<td>8.10</td>
<td>0.03</td>
<td>2.46</td>
</tr>
</tbody>
</table>

HA - Hyper-arid; A - Arid; SA - Semi-Arid; DsHu - Dry sub-Humid; Hu - Humid

*Highest values among all states
Table A2. State wise Percentage of hot spot

<table>
<thead>
<tr>
<th>State Names</th>
<th>CS_99%</th>
<th>CS_95%</th>
<th>CS_90%</th>
<th>No Change</th>
<th>HS_90%</th>
<th>HS_95%</th>
<th>HS_99%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andaman and Nicobar</td>
<td>0.15</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Andhra Pradesh</td>
<td>0.00</td>
<td>0.00</td>
<td>6.20</td>
<td>1.64</td>
<td>0.00</td>
<td>0.28</td>
<td>0.25</td>
</tr>
<tr>
<td>Arunachal Pradesh</td>
<td>0.00</td>
<td>0.00</td>
<td>2.57</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Assam</td>
<td>0.00</td>
<td>0.00</td>
<td>2.46</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Bihar</td>
<td>0.00</td>
<td>0.00</td>
<td>2.86</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Chandigarh</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Chhattisgarh</td>
<td>0.00</td>
<td>0.00</td>
<td>4.12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Dadra and Nagar Haveli</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Daman and Diu</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Delhi</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Goa</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Gujarat</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.76</td>
<td>0.94</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>Haryana</td>
<td>0.01</td>
<td>0.00</td>
<td>0.13</td>
<td>0.78</td>
<td>0.43</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Himachal Pradesh</td>
<td>0.00</td>
<td>0.00</td>
<td>1.68</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>Jammu and Kashmir</td>
<td>1.39</td>
<td>0.02</td>
<td>4.97</td>
<td>0.07</td>
<td>0.00</td>
<td>0.01</td>
<td>0.16</td>
</tr>
<tr>
<td>Jharkhand</td>
<td>0.00</td>
<td>0.00</td>
<td>2.46</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Karnataka</td>
<td>0.00</td>
<td>0.00</td>
<td>2.81</td>
<td>2.35</td>
<td>0.00</td>
<td>0.05</td>
<td>0.66</td>
</tr>
<tr>
<td>Kerala</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.15</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Madhya Pradesh</td>
<td>0.00</td>
<td>0.11</td>
<td>5.02</td>
<td>0.82</td>
<td>2.88</td>
<td>0.01</td>
<td>0.55</td>
</tr>
<tr>
<td>Maharashtra</td>
<td>0.00</td>
<td>0.17</td>
<td>4.83</td>
<td>1.77</td>
<td>0.09</td>
<td>0.35*</td>
<td>2.21*</td>
</tr>
<tr>
<td>Manipur</td>
<td>0.00</td>
<td>0.00</td>
<td>0.71</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Meghalaya</td>
<td>0.00</td>
<td>0.00</td>
<td>0.70</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Mizoram</td>
<td>0.00</td>
<td>0.00</td>
<td>0.66</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Nagaland</td>
<td>0.00</td>
<td>0.00</td>
<td>0.53</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Orissa</td>
<td>0.00</td>
<td>0.00</td>
<td>4.75</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Pondicherry</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Punjab</td>
<td>0.03</td>
<td>0.01</td>
<td>0.21</td>
<td>0.69</td>
<td>0.61</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Rajasthan</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>8.07</td>
<td>1.82</td>
<td>0.01</td>
<td>0.65</td>
</tr>
<tr>
<td>Sikkim</td>
<td>0.00</td>
<td>0.00</td>
<td>0.22</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Tamil Nadu</td>
<td>0.32</td>
<td>0.03</td>
<td>0.10</td>
<td>3.49</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>Tripura</td>
<td>0.00</td>
<td>0.00</td>
<td>0.32</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Uttar Pradesh</td>
<td>0.01</td>
<td>0.04</td>
<td>4.52</td>
<td>0.73</td>
<td>1.79</td>
<td>0.01</td>
<td>0.24</td>
</tr>
<tr>
<td>Uttaranchal</td>
<td>0.00</td>
<td>0.00</td>
<td>1.62</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>West Bengal</td>
<td>0.00</td>
<td>0.00</td>
<td>2.56</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

C - Cold Spot; HS - Hot Spot and value % is significant level.  
*Highest values among all states
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ABSTRACT

Hydrogen sulfide is an important acid rain precursor and this led us to investigate the kinetics of its oxidation in aqueous phase by atmospheric oxygen. The kinetics was followed by measuring the depletion of oxygen in a reactor. The reaction was studied under pseudo order conditions with [H₂S] in excess. The kinetics followed the rate law:

\[-\frac{d[O_2]}{dt} = k[S][O_2]_t\]  \hspace{1cm} (A)

Where [S] represents the total concentration of hydrogen sulfide, [O₂]ₜ is the concentration of oxygen at time t and k is the second order rate constant. The equilibria (B - C) govern the dissolution of H₂S; the sulfide ion in water forms different species:

\[H_2S \rightleftharpoons HS^- + H^+ \hspace{1cm} (B)\]

\[HS^- \rightleftharpoons S^{2-} + H^+ \hspace{1cm} (C)\]

Where K₁ and K₂ are first and second dissociation constants of H₂S. Although, H₂S is present as undissociated H₂S, HS⁻ and S²⁻ ions, nature of [H⁺] dependence of reaction rate required only HS⁻ to be reactive and dominant. The rate law (A) on including [H⁺] dependence became Equation (D).

\[-\frac{d[O_2]}{dt} = k_1K_1[H^+][S][O_2]_t/(H^+)^2 + K_1[H^+] + K_2K_1] \hspace{1cm} (D)\]

Our results indicate anthropogenic VOCs such as acetanilide, benzene, ethanol, aniline, toluene, benzamide, o-xylene, m-xylene, p-xylene and anisole to have no significant effect on the reaction rate and any observed small effect is within the uncertainty of the rate measurements.

1. Introduction

There are several reasons for undertaking studies on the aqueous phase atmospheric oxidation of hydrogen sulfide, H₂S, by oxygen. Firstly, along with sulfur dioxide, SO₂, and dimethyl sulfide, CH₃SCH₃, it is among the major sulfur – based trace atmospheric gases, which are all acid rain precursors. H₂S is emitted by both natural and anthropogenic sources. The natural sources of H₂S include the anaerobic degradation of organic matter [1], sulfur springs, swamps, volcanoes, natural gas, some well waters, geothermal active areas, etc. The anaerobic biogenic reactions in coastal wetlands, soils and plants, volcanoes, and biomass burning [2], produce reduced sulfur compounds like H₂S, COS, DMS, etc. The sulfide minerals, which are the most important group of ore
minerals, are the other natural source of sulfides. Several industrial processes such as coke production, viscose rayon production, wood pulp production, sulfur extraction processes, oil- refining, tanning, oil and gas drilling, production and refining, liquid manure are the man made sources of H\textsubscript{2}S. The stagnant bodies of water and sewers also release H\textsubscript{2}S.

Secondly, bacterial breakdown of organic materials in human and animal wastes, sewage, stagnant wastewater and sewers is responsible of toxic H\textsubscript{2}S and its foul smell. It affects the human health adversely and causes health hazards.

Thirdly, whereas the atmospheric chemistry of aqueous SO\textsubscript{2} has been the subject of extensive studies \cite{3-5}, the same is not true of H\textsubscript{2}S. The oxidations of SO\textsubscript{2} directly and that of H\textsubscript{2}S via SO\textsubscript{2} in to sulfate are responsible for acidification of atmospheric waters and formation of sulfate aerosols. Obviously, for understanding the aqueous phase atmospheric oxidation of H\textsubscript{2}S by oxygen, there are some aspects, which from atmospheric chemistry point of view need serious reinvestigation under ambient experimental conditions of pH, [O\textsubscript{3}], anthropogenic VOCs, etc, which mimic atmospheric waters.

Fourthly, the atmospheric chemistry of hydrogen sulfide plays an important role in sulfur cycle. Along with other reduced sulfur compounds, it is oxidized to SO\textsubscript{2}, and thereafter largely to sulfate. Organization for Economic Co-operation and Development(OECD) \cite{6} estimates that the origin of about half of the global SO\textsubscript{2} is the oxidation of H\textsubscript{2}S. Lifetime of H\textsubscript{2}S is \textasciitilde 4.4 days. Thus, H\textsubscript{2}S is one of the main precursors of SO\textsubscript{2} and sulfate in atmosphere \cite{7}.

Finally, volatile organic compounds intervene and influence the atmospheric chemistry of acid rain \cite{9}, photochemical smog \cite{9}, etc. Even then, there appears to be only few cursory brief reports on the role of some organic compounds on the inhibition of the autoxidation of H\textsubscript{2}S \cite{10,11}. Similarly, on the role of ammonia no report has come to our notice.

Generally, very low ambient concentrations of hydrogen sulfide are found in the atmosphere. While the ambient H\textsubscript{2}S concentrations range from 0.11 ppb to 0.33 ppb in rural areas, the values are generally less than 1 ppb in urban areas \cite{12}. In some cases, relatively very high concentrations, exceeding 90 ppb, have been reported near natural sources and H\textsubscript{2}S releasing industries \cite{13}.

Oxygen readily oxidizes hydrogen sulfide. A decrease in pH decreases the rate of hydrogen sulfide oxidation \cite{14}, which may have implications for sulfide ore mines with acid mine drainage; in the latter case, the acid would be sulfuric acid, but hydrogen sulfide gas may still be present. The oxidation of H\textsubscript{2}S by O\textsubscript{2}, i.e., autoxidation of H\textsubscript{2}S, takes place in all forms of atmospheric waters resulting in a variety of oxidation products such as sulfur, S\textsuperscript{2-}, sulfite ion, SO\textsubscript{3}\textsuperscript{2-}, thiosulfate ion, S\textsubscript{2}O\textsubscript{3}\textsuperscript{2-}, and sulfate ion, SO\textsubscript{4}\textsuperscript{2-}, etc. \cite{15-20}. This reaction is of great significance in seawater \cite{21-29} and wastewater \cite{30,31}.

The oxidation of H\textsubscript{2}S by other oxidants such as chromate(VI) \cite{32}, ferrate(VI) \cite{33}, hydrogen peroxide \cite{34} and peroxomonosulfate \cite{35} has also been studied. Tomar and Abdullah \cite{36} found the oxidation of H\textsubscript{2}S in wastewater to be slow.

The results of reported H\textsubscript{2}S autoxidation kinetics studies differ widely although in general kinetics order in each of H\textsubscript{2}S and O\textsubscript{2} is reported to be one \cite{21,27-30} although some studies report higher, lower or complex orders \cite{16}. Some studies have been carried out with highly pure solutions and reagents. \cite{17}. Luther et al. \cite{17} reported that in the absence of trace metals the reaction is very slow. There are conflicting reports about induction period and colloidal sulfur formation. Whereas, Chen and Morris \cite{16} in their buffered study of uncatalyzed reaction in the pH range 6-13 observed an induction period of up to one hour, under similar reaction conditions O’Brien and Birkner \cite{18} (pH=4-10) found no induction period. Whereas, Chen and Morris \cite{16}, Millero \cite{21} reported the polysulfide formation, Avrhami and Golding \cite{17}. O’Brien and Birkner \cite{18} did not report any such phenomenon. As regards the products, sulfate was reported as a final product \cite{17,18}.

This led us to look afresh into the atmospheric chemistry of H\textsubscript{2}S oxidation and to examine the effect of several parameters such as reactant concentrations, pH and importantly the effect of some anthropogenic volatile organic compounds(VOCs) particularly those which are reported to strongly inhibit the oxidation of aqueous SO\textsubscript{2} by oxygen in laboratory water. The oxidation kinetics of aqueous SO\textsubscript{2} and effect of VOCs has been studied by several groups \cite{3,8,40-57}.

2. Experimental

The experimental procedure for studying the kinetics of aqueous hydrogen sulfide oxidation by oxygen was same as described previously \cite{58}. Briefly it is described here. Reactions were conducted in air-tight sealed three necked glass reactor of 250 ml capacity which was immersed in a thermostated water bath to maintain the desired temperature (±0.1). The dissolved oxygen probe was fitted in one neck and the oxygen from a cylinder was passed through the other neck. The third neck was used for adding standard sodium sulfide solution. The procedure for studying kinetics was as follows. At first the oxygen was passed in the reactor till the desired concentration of O\textsubscript{2} was achieved. Immediately, afterwards, the
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standardized Na₂S solution was added and the reactor sealed. The kinetics was followed by recording decrease in O₂ concentration by DO meter (Durox Oxi-3205).

In lieu of hydrogen sulfide, sodium sulfide was used, which generated sulfide species in aqueous solution through hydrolysis of sulfide ion, S²⁻.

\[
\text{S}^2^- + \text{H}_2\text{O} \rightarrow \text{HS}^- + \text{OH}^- \quad (1)
\]

\[
\text{HS}^- + \text{H}_2\text{O} \rightarrow \text{H}_2\text{S} + \text{OH}^- \quad (2)
\]

The solution of Na₂S was prepared in double distilled water daily fresh.

The replicate rate determinations were generally reproducible within ± 20%. As discussed later the high uncertainty results from the catalytic activity of trace metal ion impurities [59]. All calculations were performed on MS Excel 2007. The values of rate coefficients together with standard deviations and correlation coefficients have been presented.

2.1 Product Analysis

The kinetics of this reaction has been studied under deficit [O₂] at a ratio [O₂]/[S] ≈ 0.012 - 0.12, where [O₂] and [S] represent initial O₂ and H₂S concentrations, respectively. This [O₂]/[S] ratio was optimum for studying kinetics study although it is much different than the atmospheric ratio. The products were identified by running the experiments at [S] = 2×10⁻³ mol L⁻¹ and [O₂] = 2×10⁻⁴ mol L⁻¹ at pH =10.6 and T = 30°C. The reaction was allowed to reach completion. No change in color of the reaction mixture during the progress as well as at the end of the reaction was noticed. There was no appearance of turbidity showing that no formation of colloidal sulfur/poly sulfides took place [11] and the mixture remained transparent. Thus, our experimental conditions do not appear to favor colloidal sulfur formation. Although the formation of polysulfides species in solutions of pH more than 8 has been noted [16], stoichiometry of sulfide-oxygen reaction depends on pH, concentration of reactants, and the existence of extraneous substances or impurities. The sulfite ion, which is an important intermediate, could not be detected. Probably, even if it is formed, it is oxidized to sulfate [16]. So, sulfate was found to be the only product, which could be detected.

Since [O₂] was low (= 10⁻⁴ mol L⁻¹) any oxidation product formed would also be low. To collect a measurable amount of the products, these experiments were repeated ten times. All final reaction solutions were mixed. And the resultant solution was acidified and heated to expel sulfide as H₂S. Sulfate was detected as a product by precipitating it as insoluble BaSO₄ and following the usual procedure. Like the present work, there are many other studies which also indicate the formation of sulfate as a major product in alkaline media. Zhang and Millero [60] reported that the final product from the oxidation of sulfide is sulfate.

Although many intermediates such as sulfite, thiosulfate, sulfur (0), polysulfides etc. have been proposed for this reaction, sulfite has been considered as an initial product, which is oxidized ultimately to sulfate [61].

3. Results

3.1 Preliminary Investigations

Kinetics was studied under pseudo first order conditions and the oxygen was in deficit. Concentration of sulfide was in excess at least ten times over oxygen concentration. Hereafter, [S] represents the total H₂S concentration including its all species. The rate of oxidation was measured by following the disappearance of [O₂]. In most cases, the reaction obeyed a first order kinetics in [O₂] (Figure 1). Values of pseudo first order rate constants, k(obs), were obtained from log [O₂], versus time, t, plots defined by Equation (3).

\[-d\text{[O}_2\text{]}/dt = k_{\text{obs}} \text{[O}_2\text{]} \tag{3}\]

Where [O₂]₀ is concentration of oxygen at time, t.

![Figure 1](https://example.com/f1.png)

Figure 1. The plot of log [O₂], versus time at pH = 10.82-10.866, [S] = 2×10⁻³ mol L⁻¹ and T = 30°C

The dependence of reaction rate on pH is an important parameter due to the equilibria (1-2). The initial forays on pH dependence were made by carrying out the variation in pH in both the unbuffered and phosphate buffered media. In case of buffered study, in the kinetics run, the initial pH was fixed with the help of phosphate buffer by fixing the desired initial pH (±0.02) by varying [NaHPO₄]/[Na₂HPO₄] ratio. In case of unbuffered study, the desired initial pH (±0.02) of the reaction mixture was fixed by addition of dilute perchloric acid. In this case, pH decreased with the progress of the reaction.

The results of pH dependence of rate at almost similar initial pH of reaction mixtures in both buffered and unbuffered media are compared in Table 1, which shows k(obs) values to be relatively high (130%) in buffered...
media. This is probably due to introduction of trace metal impurities, when the buffer is used. Similar to S(IV) autoxidation studies \[^3\], several previous studies report the catalysis of H\(_2\)S oxidation by trace metal ions \[^59\]. Recent studies from our laboratory report the presence of catalytic metal ions such as iron, manganese, cobalt, copper, etc in rainwater samples collected at Jaipur \[^8,61,62-64\]. The concentrations of metal ions in rainwater are larger than those in distilled water \[^64\].

In general, the homogenous trace metal catalyzed reactions are inhibited by Ethylenediamine tetraacetate (EDTA). Indeed the latter is reported to inhibit the sulfide autoxidation \[^11\]. The catalytic metal ions present as impurity in water and reagent samples are strongly complexed by EDTA and rendered inactive resulting in inhibition. In this study, the addition of EDTA led to a decrease in the rate of oxidation of H\(_2\)S (Figure 2) and at \([\text{EDTA}] \geq 1 \times 10^{-5}\) mol L\(^{-1}\) the reaction was completely inhibited (Figure 3). This clearly indicates that the impurity metal ions catalyze the rate of this reaction \[^63\]. In view of this, to avoid the introduction of impurity ions, the entire study has been carried out in an unbuffered medium without using any buffer.

### 3.2 Rate Law

To arrive at the rate law, at first the effect of \([S]\) was

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Unbuffered medium</th>
<th>Buffered medium</th>
<th>(k_{\text{obs}}(\text{Buffered}) / k_{\text{obs}}(\text{Unbuffered}))</th>
</tr>
</thead>
</table>
| Initial pH | \(k_{\text{obs}}\), s\(^{-1}\) | Initial pH | \(k_{\text{obs}}\), s\(^{-1}\) | *
| 1          | 8.85              | 1.14×10\(^{-4}\) | 8.83 | 1.74×10\(^{-4}\) | 1.53 |
| 2          | 8.26              | 9.94×10\(^{-5}\) | 8.27 | 3.23×10\(^{-4}\) | 3.25 |
| 3          | 8.04              | 7.64×10\(^{-5}\) | 8.01 | 1.53×10\(^{-4}\) | 2.02 |
| 4          | 7.7               | 8.37×10\(^{-5}\) | 7.71 | 1.93×10\(^{-4}\) | 2.31 |
|            | Average = 2.3 ± 0.5 |                | |

**Figure 2.** Effect of EDTA on the rate of H\(_2\)S autoxidation at pH = 10.81-10.9 at \([S] = 2 \times 10^{-3}\) mol L\(^{-1}\) and \(T = 30^\circ\)C

**Figure 3.** Effect of \([\text{EDTA}]\) on \(k_{\text{obs}}\) of H\(_2\)S autoxidation at pH = 10.81-10.9, \([S] = 2 \times 10^{-3}\) mol L\(^{-1}\) and \(T = 30^\circ\)C
studied by varying Na₂S (2 × 10⁻³ - 8 × 10⁻³ mol L⁻¹) in unbuffered medium. From eight [S]-dependence rate studies (Table 2) at three temperatures, 25, 30 and 35 °C, from log \( k_{\text{obs}} \) versus log[S] plots, the kinetics order was found to be 1.02 ± 0.13.

**Table 2.** The values of order in [S] determined from log \( k_{\text{obs}} \) versus log[S] plots

<table>
<thead>
<tr>
<th>Temp., °C</th>
<th>25</th>
<th>25</th>
<th>30</th>
<th>30</th>
<th>30</th>
<th>30</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order in [S]</td>
<td>1.25</td>
<td>0.58</td>
<td>0.98</td>
<td>1.28</td>
<td>0.78</td>
<td>1.54</td>
<td>0.76</td>
</tr>
<tr>
<td>Average order in [S]</td>
<td>1.02 ± 0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus, [S] and \( k_{\text{obs}} \) are related by Equation (4).

\[
k_{\text{obs}} = k [S] \tag{4}
\]

On combining Equations (3) and (4), we get Equation (5).

\[
-\frac{d[O_2]}{dt} = k [S][O_2]_t \tag{5}
\]

In accordance with Equation 5, the plot of \( k_{\text{obs}} \) versus [S] is linear (Figure 4).

![Figure 4](https://example.com/fig4.png)

**Figure 4.** The plots of \( k_{\text{obs}} \) versus [S] at two different temperatures.

The values of \( k_{\text{obs}} \) at different [S] and [O₂] are in Table 3. Since the kinetics has been performed in unbuffered medium, attempts were made to keep the same initial pH. However, despite our best efforts it was not possible to have exactly the same pH of the reaction mixtures, while varying [S] and [O₂]. Aside from trace metal ions catalysis, this is also one of the reasons for greater than normal uncertainty and scatter in \( k_{\text{obs}} \) values.

### 3.3 pH-Dependence

To study the effect of pH, the desired pH of water was adjusted with the help of dilute perchloric acid. In this process, the initial pH differed from the desired pH by about ± 0.02 units. To take into account this pH difference, each experiment was repeated three times and the \( k_{\text{obs}} \) values reported here are the average values of these replicate determinations. Since in each kinetics run, the pH changed with the progress of reaction, in the calculation of [H⁺] only the initial pH has been considered. \( k_{\text{obs}} \) values at different pH (Table 4) are seen to increase with increase in pH (Figure 5).

<table>
<thead>
<tr>
<th>Temperature, °C</th>
<th>Initial pH</th>
<th>[S], mol L⁻¹</th>
<th>[O₂], mg L⁻¹</th>
<th>( k_{\text{obs}} ), s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>10.77</td>
<td>2 × 10⁻³</td>
<td>6.22</td>
<td>0.54 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>10.98</td>
<td>2 × 10⁻³</td>
<td>6.55</td>
<td>1.39 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.06</td>
<td>4 × 10⁻³</td>
<td>6.31</td>
<td>1.92 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.17</td>
<td>3 × 10⁻³</td>
<td>5.98</td>
<td>3.32 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.32</td>
<td>8 × 10⁻³</td>
<td>6.25</td>
<td>5.14 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.43</td>
<td>6 × 10⁻³</td>
<td>5.55</td>
<td>7.41 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.58</td>
<td>8 × 10⁻³</td>
<td>5.55</td>
<td>8.38 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.71</td>
<td>3 × 10⁻³</td>
<td>5.55</td>
<td>3.15 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.86</td>
<td>2 × 10⁻³</td>
<td>5.55</td>
<td>1.81 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.06</td>
<td>3 × 10⁻³</td>
<td>6.31</td>
<td>2.25 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.28</td>
<td>6 × 10⁻³</td>
<td>6.31</td>
<td>8.29 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.55</td>
<td>8 × 10⁻³</td>
<td>6.71</td>
<td>8.93 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.64</td>
<td>6 × 10⁻³</td>
<td>5.72</td>
<td>3.12 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.21</td>
<td>8 × 10⁻³</td>
<td>5.68</td>
<td>4.41 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.62</td>
<td>2 × 10⁻³</td>
<td>6.04</td>
<td>2.01 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.88</td>
<td>4 × 10⁻³</td>
<td>6.05</td>
<td>2.96 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.16</td>
<td>6 × 10⁻³</td>
<td>5.98</td>
<td>4.96 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.28</td>
<td>8 × 10⁻³</td>
<td>5.61</td>
<td>5.58 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>10.71</td>
<td>2 × 10⁻³</td>
<td>5.58</td>
<td>1.92 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>10.91</td>
<td>4 × 10⁻³</td>
<td>5.56</td>
<td>3.24 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>10.15</td>
<td>6 × 10⁻³</td>
<td>5.45</td>
<td>3.99 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>11.26</td>
<td>8 × 10⁻³</td>
<td>5.45</td>
<td>5.82 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>10.77</td>
<td>2 × 10⁻³</td>
<td>5.80</td>
<td>8.09 × 10⁻⁴</td>
</tr>
<tr>
<td>30</td>
<td>10.94</td>
<td>3 × 10⁻³</td>
<td>5.99</td>
<td>9.64 × 10⁻⁴</td>
</tr>
<tr>
<td>35</td>
<td>11.3</td>
<td>6 × 10⁻³</td>
<td>5.9</td>
<td>2.27 × 10⁻³</td>
</tr>
<tr>
<td>30</td>
<td>11.49</td>
<td>8 × 10⁻³</td>
<td>5.8</td>
<td>2.81 × 10⁻³</td>
</tr>
</tbody>
</table>

Since in this reaction, multiple hydrogen sulfide species are involved, [H⁺]-dependence is an important parameter. The order of reaction with respect to [H⁺] was determined from the plot of log \( k_{\text{obs}} \) versus log [H⁺] and found to be -0.20. The small fractional negative order in [H⁺] indicates the effect of H⁺ ion to be small. Indeed, a change in [H⁺] by an order of three resulted in a change in \( k_{\text{obs}} \) by an order of less than one.
3.4 Effect of Ammonium Nitrate

Ammonium aerosols and ammonia gas are important trace atmospheric constituents and, therefore, the effect of ammonium nitrate was examined. The addition of ammonium nitrate had little effect on the reaction rate. This is contrary to findings of dissolved SO$_2$ oxidation in which both ammonia and ammonium ions strongly inhibited SO$_2$ oxidation [64].

3.5 Energy of Activation

By determining $k_{obs}$ at three different temperatures and at [S] = 2 × 10$^{-3}$ mol L$^{-1}$, the energy of activation, $E_a$, was determined to be 28.3 kcal mol$^{-1}$. Energy of activation is defined as the minimum amount of energy that must be provided to compounds to result in a chemical reaction. In previous studies using highly purified systems, $E_a$ values have been reported to be 8 ± 0.4 kcal mol$^{-1}$ [17] and 14.07 kcal mol$^{-1}$ [19]. The significant difference in $E_a$ values appears to be due the difference in reaction conditions employed.

3.6 Effect of Anthropogenic VOCs

Variety of volatile organic compounds such as aromatics, alcohols, terpenes, phenols, carbonyl compounds, carboxylic acids, esters, etc. are found as trace constituents in atmosphere. Sources of VOCs are both biogenic and anthropogenic. VOCs are involved

Table 4. The values of $k_{obs}$ at different pH at [S] = 2 × 10$^{-3}$ mol L$^{-1}$ and T= 30°C

<table>
<thead>
<tr>
<th>pH</th>
<th>$k_{obs}$ [H$^+$] + K$<em>1$ [H$^+$] K$</em>{K_1}$</th>
<th>$k_{obs}$ s$^{-1}$</th>
<th>$k_{obs}$/S = k L mol$^{-1}$ s$^{-1}$</th>
<th>$k$ [H$^+$] + K$<em>1$ [H$^+$] K$</em>{K_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.78</td>
<td>3.22×10$^{-19}$</td>
<td>2.00×10$^{-4}$</td>
<td>9.98×10$^{-4}$</td>
<td>1.61×10$^{-99}$</td>
</tr>
<tr>
<td>10.73</td>
<td>3.69×10$^{-19}$</td>
<td>2.04×10$^{-4}$</td>
<td>1.02×10$^{-4}$</td>
<td>1.84×10$^{-99}$</td>
</tr>
<tr>
<td>10.62</td>
<td>3.83×10$^{-19}$</td>
<td>1.65×10$^{-4}$</td>
<td>8.25×10$^{-4}$</td>
<td>1.92×10$^{-99}$</td>
</tr>
<tr>
<td>10.57</td>
<td>1.03×10$^{-21}$</td>
<td>3.94×10$^{-4}$</td>
<td>1.97×10$^{-4}$</td>
<td>5.13×10$^{-100}$</td>
</tr>
<tr>
<td>10.48</td>
<td>8.04×10$^{-22}$</td>
<td>2.51×10$^{-4}$</td>
<td>1.26×10$^{-4}$</td>
<td>4.02×10$^{-100}$</td>
</tr>
<tr>
<td>10.41</td>
<td>4.78×10$^{-22}$</td>
<td>1.27×10$^{-4}$</td>
<td>6.35×10$^{-4}$</td>
<td>2.39×10$^{-100}$</td>
</tr>
<tr>
<td>10.35</td>
<td>2.21×10$^{-23}$</td>
<td>5.12×10$^{-4}$</td>
<td>2.56×10$^{-4}$</td>
<td>1.11×10$^{-100}$</td>
</tr>
<tr>
<td>10.34</td>
<td>5.74×10$^{-23}$</td>
<td>1.30×10$^{-4}$</td>
<td>6.50×10$^{-4}$</td>
<td>2.87×10$^{-100}$</td>
</tr>
<tr>
<td>10.28</td>
<td>7.05×10$^{-23}$</td>
<td>1.39×10$^{-4}$</td>
<td>6.95×10$^{-4}$</td>
<td>3.52×10$^{-100}$</td>
</tr>
<tr>
<td>10.26</td>
<td>7.33×10$^{-23}$</td>
<td>1.38×10$^{-4}$</td>
<td>6.90×10$^{-4}$</td>
<td>3.66×10$^{-100}$</td>
</tr>
<tr>
<td>10.13</td>
<td>2.37×10$^{-23}$</td>
<td>3.31×10$^{-4}$</td>
<td>1.66×10$^{-4}$</td>
<td>1.18×10$^{-100}$</td>
</tr>
<tr>
<td>10.07</td>
<td>1.63×10$^{-23}$</td>
<td>1.98×10$^{-4}$</td>
<td>9.90×10$^{-4}$</td>
<td>8.14×10$^{-100}$</td>
</tr>
<tr>
<td>10.02</td>
<td>3.45×10$^{-23}$</td>
<td>3.74×10$^{-4}$</td>
<td>1.87×10$^{-4}$</td>
<td>1.73×10$^{-100}$</td>
</tr>
<tr>
<td>9.96</td>
<td>4.24×10$^{-23}$</td>
<td>4.00×10$^{-4}$</td>
<td>2.00×10$^{-4}$</td>
<td>2.12×10$^{-100}$</td>
</tr>
<tr>
<td>9.81</td>
<td>7.57×10$^{-23}$</td>
<td>5.06×10$^{-4}$</td>
<td>2.53×10$^{-4}$</td>
<td>3.78×10$^{-100}$</td>
</tr>
<tr>
<td>9.7</td>
<td>4.34×10$^{-23}$</td>
<td>2.25×10$^{-4}$</td>
<td>1.13×10$^{-4}$</td>
<td>2.17×10$^{-100}$</td>
</tr>
<tr>
<td>9.56</td>
<td>3.47×10$^{-23}$</td>
<td>1.31×10$^{-4}$</td>
<td>6.53×10$^{-4}$</td>
<td>1.74×10$^{-100}$</td>
</tr>
<tr>
<td>9.53</td>
<td>1.06×10$^{-20}$</td>
<td>3.72×10$^{-4}$</td>
<td>1.86×10$^{-4}$</td>
<td>5.31×10$^{-100}$</td>
</tr>
<tr>
<td>9.47</td>
<td>1.09×10$^{-20}$</td>
<td>3.32×10$^{-4}$</td>
<td>1.66×10$^{-4}$</td>
<td>5.44×10$^{-100}$</td>
</tr>
<tr>
<td>9.34</td>
<td>1.55×10$^{-20}$</td>
<td>3.50×10$^{-4}$</td>
<td>1.75×10$^{-4}$</td>
<td>7.74×10$^{-100}$</td>
</tr>
<tr>
<td>9.25</td>
<td>6.13×10$^{-20}$</td>
<td>1.12×10$^{-4}$</td>
<td>5.62×10$^{-4}$</td>
<td>3.06×10$^{-100}$</td>
</tr>
<tr>
<td>9.2</td>
<td>3.71×10$^{-20}$</td>
<td>6.06×10$^{-4}$</td>
<td>3.03×10$^{-4}$</td>
<td>1.85×10$^{-100}$</td>
</tr>
<tr>
<td>9.11</td>
<td>3.90×10$^{-20}$</td>
<td>5.17×10$^{-4}$</td>
<td>2.59×10$^{-4}$</td>
<td>1.95×10$^{-100}$</td>
</tr>
<tr>
<td>9.1</td>
<td>8.26×10$^{-20}$</td>
<td>1.07×10$^{-4}$</td>
<td>5.35×10$^{-4}$</td>
<td>4.13×10$^{-100}$</td>
</tr>
<tr>
<td>9.08</td>
<td>3.64×10$^{-20}$</td>
<td>4.51×10$^{-4}$</td>
<td>2.26×10$^{-4}$</td>
<td>1.82×10$^{-100}$</td>
</tr>
<tr>
<td>8.94</td>
<td>1.06×10$^{-20}$</td>
<td>9.44×10$^{-4}$</td>
<td>4.72×10$^{-4}$</td>
<td>5.28×10$^{-100}$</td>
</tr>
<tr>
<td>8.85</td>
<td>8.59×10$^{-20}$</td>
<td>6.22×10$^{-4}$</td>
<td>3.11×10$^{-4}$</td>
<td>4.29×10$^{-100}$</td>
</tr>
</tbody>
</table>

Figure 5. The plot of $k_{obs}$ versus pH at [S] = 2 × 10$^{-3}$ mol L$^{-1}$ and T = 30°C
in many atmospheric reactions. Chen and Morris\textsuperscript{[16]} examined the effect of some organics and found that, whereas EDTA, nitrilotriacetic acid (NTA), cyanide, peptone, citrate and glycerol inhibit metal catalyzed H\textsubscript{2}S autoxidation, hydroquinone, formaldehyde and phenol accelerated the autoxidation\textsuperscript{[11,21,65]}. Unlike the work of Chen and Morris\textsuperscript{[16]}, we examined the effect of anthropogenic VOCs on H\textsubscript{2}S oxidation in unbuffered medium and in the absence of any added catalyst. Under these conditions, our results indicate anthropogenic VOCs such as acetonilide, benzene, ethanol, aniline, toluene, benzamide, \textit{o}-xylene, \textit{m}-xylene, \textit{p}-xylene, anisole to have no significant effect on the reaction rate and any observed small effect is within the uncertainty of the rate measurements. The results are shown in Table 5.

**Table 5.** The selected values of first-order rate constants, \(k_{obs}\), at 30°C

<table>
<thead>
<tr>
<th>Compound</th>
<th>pH</th>
<th>[VOCs], mol L\textsuperscript{-1}</th>
<th>[S], mol L\textsuperscript{-1}</th>
<th>(k_{obs}), s\textsuperscript{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetanilide</td>
<td>10.73</td>
<td>3×10\textsuperscript{-4}</td>
<td>2×10\textsuperscript{-3}</td>
<td>1.65×10\textsuperscript{4}</td>
</tr>
<tr>
<td>Benzene</td>
<td>10.73</td>
<td>0</td>
<td>2×10\textsuperscript{-3}</td>
<td>1.36×10\textsuperscript{6}</td>
</tr>
<tr>
<td>Toluene</td>
<td>10.78</td>
<td>7×10\textsuperscript{-4}</td>
<td>2×10\textsuperscript{-3}</td>
<td>1.47×10\textsuperscript{4}</td>
</tr>
<tr>
<td>Ethanol</td>
<td>10.78</td>
<td>2×10\textsuperscript{-4}</td>
<td>2×10\textsuperscript{-3}</td>
<td>1.16×10\textsuperscript{4}</td>
</tr>
<tr>
<td>Aniline</td>
<td>10.81</td>
<td>8×10\textsuperscript{-4}</td>
<td>2×10\textsuperscript{-3}</td>
<td>1.26×10\textsuperscript{4}</td>
</tr>
<tr>
<td>Anisole</td>
<td>10.73</td>
<td>5×10\textsuperscript{-5}</td>
<td>2×10\textsuperscript{-3}</td>
<td>1.78×10\textsuperscript{4}</td>
</tr>
<tr>
<td>\textit{o}-xylene</td>
<td>10.74</td>
<td>2×10\textsuperscript{-5}</td>
<td>2×10\textsuperscript{-3}</td>
<td>1.27×10\textsuperscript{4}</td>
</tr>
<tr>
<td>\textit{m}-xylene</td>
<td>10.74</td>
<td>2×10\textsuperscript{-5}</td>
<td>2×10\textsuperscript{-3}</td>
<td>1.72×10\textsuperscript{4}</td>
</tr>
<tr>
<td>\textit{p}-xylene</td>
<td>10.75</td>
<td>5×10\textsuperscript{-5}</td>
<td>2×10\textsuperscript{-3}</td>
<td>2.84×10\textsuperscript{4}</td>
</tr>
<tr>
<td>Benzamide</td>
<td>10.75</td>
<td>0</td>
<td>2×10\textsuperscript{-3}</td>
<td>0.80×10\textsuperscript{4}</td>
</tr>
</tbody>
</table>

4. Discussion

The equilibria (6-7) govern the dissociation of H\textsubscript{2}S:

\[
\text{H}_2\text{S} \overset{K_1}{\rightarrow} \text{HS}^- + \text{H}^+ \quad (6)
\]

\[
\text{HS}^- \overset{K_2}{\rightarrow} \text{S}^2^- + \text{H}^+ \quad (7)
\]

Where \(K_1\) and \(K_2\) are first and second dissociation constants of H\textsubscript{2}S. The kinetics in this work was investigated in the pH range 6.3-10.8 and \(K_1 = 9.63\times10^{-8}\) and \(K_2 = 1.34\times10^{-13}\) were used\textsuperscript{[66]}. A speciation study showed that in aqueous media below pH 7, the dominant form shall be H\textsubscript{2}S. On the other hand in the pH range 7-11, HS\textsuperscript{-} shall be dominant. Species S\textsubscript{2}\textsuperscript{-} would become important only beyond pH 11.5\textsuperscript{[38,67]}. This indicates that under our experimental conditions the major reactive species is expected to be HS\textsuperscript{-}\textsuperscript{[17]}. Chen and Morris\textsuperscript{[16]} have shown that HS\textsuperscript{-} is the dominant species in sulfide solutions everywhere from pH 7 to pH 12.5 and that it comprises better than 90% of the all sulfide species in aqueous solution from pH 8 to 11.5. Likewise, Millero\textsuperscript{[21]} has shown that at pH 8.1 in aqueous solution \([\text{H}_2\text{S}] = 7.05\%\), \([\text{HS}^-] = 92.95\%\) and \([\text{S}^2^-] = 2.9\times10^{-5}\%\). Lewis\textsuperscript{[68]} plotted the concentration of sulfide species against pH and showed HS\textsuperscript{-} to be dominant species between pH 7-14.

The oxidation of the three principal species H\textsubscript{2}S, HS\textsuperscript{-} and S\textsuperscript{2-} by oxygen is possible. These species are expected to be reactive but at relatively different rates of oxidation. Chen and Morris\textsuperscript{[16]} reported that in acid solutions, pH<6, where H\textsubscript{2}S is the predominant sulfide species, the rate of oxidation is very low. When the pH was increased, the rate also increased, showing that HS\textsuperscript{-} is much more reactive than H\textsubscript{2}S species. This work also showed the S\textsuperscript{2-} species to be less reactive than HS\textsuperscript{-} species\textsuperscript{[16]}. The reaction has been studied by Avrahami and Golding\textsuperscript{[17]} at very low S\textsuperscript{2-} concentrations in the pH range 11-13 and they explained the kinetics by assuming HS\textsuperscript{-} to be reactive. Likewise, Luther et al.\textsuperscript{[37]} also assumed HS\textsuperscript{-} to be reactive species to explain their results in the pH 8-12. All these results indicate that in the oxidation of aquatic hydrogen sulfide by O\textsubscript{2}, the dominant and reactive species is HS\textsuperscript{-} in the pH range 7-11.

Now we turn our attention to results of pH dependence of this work. Since all the three species H\textsubscript{2}S, HS\textsuperscript{-} and S\textsuperscript{2-} formed are governed by the equilibria (6) and (7), assuming all the three species to be reactive a following simplified general mechanism of hydrogen sulfide, [S(-II)], for its oxidation by O\textsubscript{2} may be written.

\[
\text{H}_2\text{S} + \text{O}_2 \overset{k_0}{\rightarrow} \text{Products} \quad (8)
\]

\[
\text{HS}^- + \text{O}_2 \overset{k_1}{\rightarrow} \text{Products} \quad (9)
\]

\[
\text{S}^2^- + \text{O}_2 \overset{k_2}{\rightarrow} \text{Products} \quad (10)
\]
Based on the mechanism (8-10), the general rate law (11) can be derived.

$$-d[O_2]/dt = k_0 [H_2S][O_2] + k_1 [HS^-][O_2] + k_2 [S^{2-}][O_2]$$  \hspace{1cm} (11)

Equations (5-11) lead to the rate law (12):

$$-d[O_2]/dt = k k_0 k_1 k_2 [H^+] [HS^-] + k K_1 [H^+] + k K_2$$  \hspace{1cm} (12)

The rate law (12) predicts that the plot of $k_{obs}$ versus $[H^+]$ should be non-linear, which was actually found to be true.

In this study, which was carried out in the pH range 6-10.5, the species present largely would be $H_2S$ and $HS^-$ with the latter being dominant. A detailed analysis of the $[H^+]$-dependence indicated only $HS^-$ to be reactive. Hence, when only $HS^-$ is considered to be reactive and dominant, the Equation (12) is modified to Equation (13).

$$-d[O_2]/dt = k k_0 k_1 k_2 [H^+] [HS^-] + k K_1 [H^+] + k K_2$$  \hspace{1cm} (13)

On comparing Equations (5) and (13), we get Equation (14), which rearranges to Equation (15).

$$k = k k_0 k_1 k_2 ([H^+] + K_1 [H^+] + K_2)$$  \hspace{1cm} (14)

$$k ([H^+] + K_1 [H^+] + K_2) = k_1 K_1 [H^+]$$  \hspace{1cm} (15)

As required by Equation (15), the plot between $k ( [H^+] + K_1 [H^+] + K_2)$ and $[H^+]$ was linear (Figure 6). Since $[H^+]$ dependence is important in deciding the reactive $S$(-II) species, more than seventy experiments were performed at 30°C and at different pH values keeping all other parameters constant. These $k_{obs}$ values were used in drawing the plot between $k ( [H^+] + K_1 [H^+] + K_2)$ and $[H^+]$, which was a straight line passing through origin(Figure 6). The values of parameter, $k ( [H^+] + K_1 [H^+] + K_2)$, at different $[H^+]$ are collected in Table 4. According to Equation (15), the slope is equal to $k_1 K_1$ (Figure 6), which on division by $K_1$ yielded the value of $k_1$. From the value of slope (1.25 ± 0.02)× 10^{-8}, using $K_1=9.63 \times 10^{8}$ the value of $k_1$ was found to be 0.13 L mol^{-1}s^{-1} at $t = 30°C$.

In the region of pH (7-11) generally used in this study, the reaction of $O_2$ with $HS^-$ may occur through either a one-electron transfer reaction (16) or a two-electron transfer reaction(17).

$$O_{2(aq)} + HS^- \rightarrow O_{2(aq)}^- + HS$$  \hspace{1cm} (16)

$$O_2 + H_2S \rightarrow S^0 + H_2O_2$$  \hspace{1cm} (17)

Thermodynamically, one-electron transfer and two-electron transfer reactions have been shown to be unfavorable and favorable, respectively and, therefore, the formation of superoxide ion, $O_2^-$, and bisulfide radical, $HS^-$, has been considered unlikely [37]. It has been pointed out that sulfur ($S^0$) combines with sulfide ion to form polysulfide ($S_x^-$) ($x = 2-5$) ions (18), but when pH > 7.5 sulfide has a higher holding capacity for sulfur [16]. Thus, the precipitation of sulfur becomes less likely: indeed, we found no precipitation of colloidal sulfur.

$$HS^- + (x-1)S \rightarrow S_x^-(aq) + H^+$$  \hspace{1cm} (18)

Chen and Morris [16] suggested that the ultimate product of $HS^-$ and $O_2$ is sulfate after passing through several intermediates.

For this autoxidation reaction, many diverse speculative mechanisms have been proposed [11,16,59,60,69]. These mechanisms fall in two distinct kinds of detailed oxidation mechanisms- polar and chain mechanisms. Polar mechanism suggested by Hoffmann and Lim [70] included the intermediates $HSO_3^-$, $O_2^-$, $HSO_3^-$, $HO_2^-$, $H_2O_2$, etc. The formation of sulfate comes from the oxidation of sulfite with oxygen. On the other hand a free radical mechanism involves metal ion as catalyst and several intermediates [60].

Before discussing the mechanism for sulfide - $O_2$ reaction, it is important to point out that this reaction is affected by traces of catalytic metals present in the reagent solutions even when no catalyst is added from outside. For this reason, the autoxidation reaction is characterized by poor reproducibility of reaction rate [59]. The involvement of trace
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metal catalysts has been indicated by decrease in the rate of the reaction by EDTA and other chelating agents \(^{[11]}\). We too found strong inhibiting effect of EDTA (Figure 3). This indicates the involvement of trace metal ions as catalysts in any proposed mechanism. The catalytic role of metal ions in the mechanism can be explained as follows \(^{[21,65]}\).

\[
\begin{align*}
M^{2+} + O_2 + H^+ &\rightarrow M^{4+} + HO_2^2 \quad (19) \\
M^{3+} + HS^- &\rightarrow M^{2+} + HS \quad (20) \\
or \quad M(HS)^+ + O_2 &\rightarrow M^{2+} + S + HO_2^- \quad (21) \\
HO_2^- + HS^- &\rightarrow 2OH^- + S \quad (22)
\end{align*}
\]

The following features of the present study deserve a consideration in proposing any mechanism. One, the strong inhibition of the reaction rate by EDTA suggests the formation of a binary or a ternary complex involving trace metal ions \(M^{n+}\), present as impurity, and ligands, \(O_2\) and/or HS\(^-\) as in case of Co(II)-4,4',4''-tetrasulfophthalocyanine (Co(II)TSP) catalyzed HS\(^-\) autoxidation \(^{[59]}\). Two, the effect of VOCs such as benzene, toluene etc., which, are known to strongly inhibit sulfite autoxidation by scavenging intermediates free radicals, is not significant. It suggests that no such free radicals, which can be scavenged by these anthropogenic VOCs are formed and participate in the reaction.

In many proposed mechanisms intermediate \(O_2\) has been proposed \(^{[60,70]}\). A literature search revealed that the value of the rate constants for the reaction (23) to be \(1.5 \times 10^9\) L mol\(^{-1}\) s\(^{-1}\) at pH 7.8 \(^{[71]}\).

\[
HO_2^- + S^2^- \rightarrow \text{Products} \quad (23)
\]

Although, the concentrations of species \(HO_2^-/O_2\) would be very small, and this combined with the low value of rate constants (23), their role is unlikely to be significant. However, there does exist a possibility of coordinated \(HO_2^-/O_2\) to be much more reactive than the uncoordinated ones, and then these might contribute significantly.

Our attempt failed to find the rate constants of radicals \(HO_2^-/O_2\) with any anthropogenic VOCs studied here and this rules out their inhibitory action as noted by us. This is in contrast to sulfate autoxidation in which the anthropogenic VOCs scavenge the sulfoxide radicals \(^{[40,41]}\) and strongly inhibit the oxidation.

The oxidation of \(H_2S\) by \(O_2\) appears to proceed via the formation of a tertiary activated complex in which \(O_2\) and HS are reversibly bound to the metal complex \(^{[59]}\) as in the mechanism (24-27).

\[
\begin{align*}
M^{n+} + O_2 &\rightarrow K_4 [M(O_2)^{n+}] \quad (24) \\
[M(O_2)^{n+}] + HS^- &\rightarrow K_3 [M(O_2)(HS)]^{(n-1)+} \quad (25) \\
[M(O_2)(HS)]^{(n-1)+} &\rightarrow k_4 M^{n+} + HSO_3^- \quad (26)
\end{align*}
\]

This mechanism is not unique and can be written in several alternative forms. There is a good possibility of involvement of ternary \(M^{n+}/M^{(n-1)+}/O_2^-\) complexes and the catalytic role through transfer of electron via \(M^{n+}/M^{(n-1)+}\) cycle in this mechanism. This is akin to catalysis of the autoxidation of \(S(IV)\) by Co(II)TSP, which was characterized in terms of an ordered ternary-complex mechanism in which both of \(S(IV)\) and oxygen were bound to the Co(II)/Co(III) metal center. \(^{[72]}\)

The complete rate law may be derived as follows. The rate of the reaction is given by Equation (28).

\[
\text{d}[O_3]/\text{dt} = k_1 [M(O_2)(HS)]^{(n-1)+} \quad (28)
\]

From Equation (25), the concentration of the complex \([M(O_2)(HS)]^{(n-1)+}\) is given by Equation (29).

\[
[M(O_2)(HS)]^{(n-1)+} = K_n [MO_2]^{n+} [HS^-] \quad (29)
\]

On substituting the value of \([M(O_2)(HS)]^{(n-1)+}\) in Equation (28), we get Equation (30).

\[
\text{d}[O_3]/\text{dt} = k_1 K_n [MO_2]^{n+} [HS^-] \quad (30)
\]

From Equation (24), we have, the concentration of the complex \([MO_2]^{n+}\) as in Equation (31).

\[
[MO_2]^{n+} = K_n [M^{n+}] [O_2] \quad (31)
\]

From Equations (30) and (31), we get the rate law (32).

\[
\text{d}[O_3]/\text{dt} = k_1 K_n [M^{n+}] [O_2] [HS^-] \quad (32)
\]

Since \([HS^-]\) is part of complex \([M(O_2)(HS)]^{(n-1)+}\), the total \([S]\) now would be given by Equation (33).

\[
[S] = [H_2S] + [HS^-] + [S^{2-}] + [M(O_2)(HS)]^{(n-1)+} \quad (33)
\]

And the equilibrium concentration of \(HS^-\) is given by Equation (34).

\[
[HS^-] = \frac{K_i [S][H^+]}{[H^+][H^+] + K_i [H^+] + K_i [K_i][K_i][M^{n+}][O_2][H^-]} \quad (34)
\]

On combining Equations (32) and (34), we get the complete rate law (35).

\[
\text{d}[O_3]/\text{dt} = \frac{k_1 K_n K_i [M^{n+}][O_2][S][H^-]}{[H^+][H^+] + K_i [H^+] + K_i K_i} \quad (35)
\]

Since the reaction shows a first order dependence in each of \([O_3]\) and \([HS^-]\), it appears that the term \((K_i K_i K_i K_i K_i [M^{n+}][O_2][H^-])\) is much smaller than \((K_i [H^+] + K_i [H^+] + K_i K_i)\). On ignoring the term \(K_i K_i K_i K_i [M^{n+}][O_2][H^-]\) in the denominator, the rate law (35) modifies to rate law (36).

\[
\text{d}[O_3]/\text{dt} = \frac{k_1 K_i K_i [M^{n+}][O_2][S][H^-]}{[H^+][H^+] + K_i [H^+] + K_i K_i} \quad (36)
\]

The rate law (36) is same as experimental rate law (13) through \(k_1 K_i = k_1 K_i K_i K_i [M^{n+}]\).

**4.1 Comparison with Previous Studies**

There have been several kinetics studies on aquated \(H_2S\) autoxidation. In general, most of the studies including...
the present one support the operation of rate law (13):

\[
\frac{-d[O_2]}{dt} = \frac{k_0[H^+][S][O_2]}{([H^+] + k_r[H^+] + K_{H_2S})}
\]  

with HS⁻ being the dominant and reactive H₂S species in the pH range (7-11).

It is interesting to compare the \( k \) values obtained in these studies (Table 6). The rate constants are obtained under widely different conditions and are based on the different rate laws. Even then the rate constants are not much different (\( 10^{-1}-10^2 \) L mol⁻¹ s⁻¹), although the waters of different types were used. As in previous studies, EDTA inhibited the reaction strongly indicating the involvement of catalytic role of trace metal ions. The effect of organics is small as indicated earlier.

### Table 6. The collection of rate constants, \( k \), values

<table>
<thead>
<tr>
<th>Rate law</th>
<th>Rate constants, ( k )</th>
<th>Conditions</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-d[S^{-}/dt]_{[O_2]^0}=k[H^+][S])</td>
<td>(3.83 \times 10^{-3})</td>
<td>pH = 7.2, (O_2 = 8 \times 10^{-4})</td>
<td>[38]</td>
</tr>
<tr>
<td>(-d[H_2S]/dt = k_2[H_2S][O_2])</td>
<td>(1.99 \times 10^{-2})</td>
<td>pH = 12, 25°C</td>
<td>[37]</td>
</tr>
<tr>
<td>(-d[H_2S]/dt = k_2[H_2S][O_2])</td>
<td>(0.2 \pm 1.4)</td>
<td>pH = 6-8, 25°C</td>
<td>[21]</td>
</tr>
<tr>
<td>(-d[H_2S]/dt = k_2[H_2S][O_2])</td>
<td>(3.5 \times 10^{-6})</td>
<td>pH = 4.27-8.01, 28°C</td>
<td>[38]</td>
</tr>
<tr>
<td>(-d[O_2]/dt = k_2[HS^-][O_2])</td>
<td>(1.3 \times 10^{-1})</td>
<td>Distilled water, pH = 6-11, 30°C</td>
<td>This work</td>
</tr>
</tbody>
</table>

#### 4.2 Comparison with SO₂ Oxidation

The chemical behavior of acid rain precursors SO₂ and H₂S towards the oxidation by atmospheric oxygen is quite different although H₂S is believed to be a precursor of SO₂. There are some kinetics and mechanistic features, which differentiate their autooxidation.

1. The kinetics of oxidation of aqueous S(IV) at constant pH is characterized by the rate law:

\[
-d[S(IV)]/dt = k[S(IV)]
\]

which is independent of \( O_2 \).

On the contrary, H₂S reaction at constant pH follows the rate law (5):

\[
-d[O_2]/dt = k[S][O_2],
\]

which is first order in \( O_2 \).

2. EDTA inhibition of both reactions indicates a catalytic role for trace metal ions.

3. A big difference in two studies is the effect of organic free radical scavengers. Whereas, S(IV) reaction is strongly inhibited due to scavenging of sulfate radical anion, \( SO_4^{2-} \). H₂S oxidation is not affected significantly. The latter observation does not require the invocation of free radicals in the present study.

#### 4.3 Application to Atmospheric Chemistry

The results of this study indicate the oxidation of H₂S to be significant in atmospheric aqueous systems and its atmospheric aqueous phase conversion rates were calculated using Equation (37).

Conversion rate (\% day⁻¹) =

\[
\left( \frac{100 \text{ [O}_2\text{][S]} \text{V}}{((1000 \text{ ppm H}_2\text{S})-(\eta K_{H_2S} K_{S\text{H}_2S}))} \right) \times 150 \text{day}^{-1}
\]

where \( k \) is the second order rate constant in L mol⁻¹ s⁻¹, \( p_{H_2S} \) is the partial pressure of hydrogen sulfide in atm, \( R = 0.082 \text{ L atm mol}^{-1} \text{K}^{-1} \), \( [O_2] = 2.6 \times 10^{-4} \text{mol L}^{-1} \text{at} 25^\circ \text{C} \) and \( 2.4 \times 10^{-4} \text{mol L}^{-1} \text{at} 30^\circ \text{C} \), \( \eta = (1 + K_r/K_H^+) + K_r/K_H^+ \), \( V = 10^3 \text{ L water per m}^2 \text{ of air,} \)

\([S] = \text{the total concentration H}_2\text{S in solution} = \eta K_{H_2S} p_{H_2S}, \]

\( K_{H_2S} \) is the Henry’s law constant in mol L⁻¹ atm⁻¹, \( K_r \) and \( K_C \) are first and second dissociation constants of H₂S.

The \( K_{H_2S} \) values are almost the same in the temperature range 25-30°C and, therefore, its value, 0.10132 mol L⁻¹ atm⁻¹, was used in all calculations at different temperatures.

While the reported ambient \( p_{H_2S} = 30 \text{ ppb} \), the conversion rate were calculated at \( pH = 6 -11.45 \text{ and T = 25-30°C.} \) The values (Table 7) the conversion rates to be significant particularly when \( pH \geq 8 \) as depicted in Figure 7. It leads to an interesting conclusion that those areas where the rainwater pH is high the aquatic oxidation of H₂S in atmospheric aqueous system would be significant and \( O_2 \)- oxidation pathway would be a significant contributor.

Our recent wet deposition studies found rainwater pH to be high in Western India and, therefore, the results of this study would be important for such regions globally. On the other hand, for the regions of low rainwater pH < 8.5 such as North America this pathway would be insignificant.
5. Conclusions

The major findings of this study are:

1. The kinetics of oxidation of aqueous H$_2$S by O$_2$ obeys the rate law:

$$\frac{d[O_2]}{dt} = \frac{AH[S\cdot O_2]}{[H_2S] + K[H_2S]}$$

This is in conformity the reactive hydrogen sulfide species in aqueous medium being hydrogen sulfide ion, HS$^-$.  

2. Our results indicate ammonium nitrate and anthropogenic VOCs such as acetanilide, benzene, ethanol, aniline, toluene, benzamide, o-xylene, m-xylene, p-xylene, anisole to have no significant effect.  

3. In this study, the involvement of trace metal catalysts is indicated by strong decrease in the rate of the reaction by EDTA, a strong chelating agent for metal ions.

4. Both polar and non-polar mechanisms have been discussed.

5. Calculation of atmospheric conversion rates shows these to increase with increase in pH and become sizable when pH is more than 6.
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Himalayan glaciers—the store house of fresh water outside the polar region contributes ~45% of the total river flow by glacial melt in the Indus, Ganga and Brahmaputra watersheds which supports the livelihood of ~500 million people[1]. The sustainability of these rivers is being questioned because of the growing evidences of accelerated glacier retreat in the recent decades, which is expected to have cascading effects on the mountainous areas and their surrounding lowlands. The rapid melting of Himalayan glaciers reveals their sensitivity to ongoing changes in climate dynamics, and if the current trend continues, rivers that rely heavily on snow/ice melt are expected to suffer hydrological disruptions to the point where some of the most populous areas may ‘run out of water’ during the dry season[2,3]. Therefore, efforts are being made to study the glacier mass balance trends in order to understand the patterns and causes of recent recessional trend. Despite their importance, the absence of long-term mass-balance and remote sensing data restricts our knowledge of the Himalayan glaciers’ sensitivity/response to climate change. Furthermore, such studies may be insufficient unless are compared to long-term glacier fluctuations (millennial and multi-millennial time scales), which aid in better understanding the natural trends of and human impacts on climate change, as well as assessing the causes and possible future of contemporary shrinking glaciers. This will also improve our understanding of past glacier behaviour in the context of primary causes of glacier change, which is critical for water resource management and understanding climate variability in high alpine areas where alternative proxy climate archives are typically scarce. Therefore, it is pertinent to pool our scientific resources and energy (i) towards understanding the Himalayan glaciers’ feeders (precipitation sources) and how they changed over time (geological and historical), as well as the causes of glaciers recession, one of which has been identified as (ii) black soot (carbon) in aerosol pollution.
Identifying the temporal changes in moisture sources: Glaciers in the Himalaya owe their existence to the precipitation brought by the two important weather systems viz. The Indian Summer Monsoon System (ISM) which forms a major component of the larger Asian Monsoon System and the mid-latitude westerlies. The ISM system is rooted in the larger atmospheric phenomenon with 1) the seasonal migration of seasonal migration of the Inter-tropical Convergence Zone (ITCZ), which is mainly governed by the seasonal variation of the latitude of maximum insolation \(^{[4,5]}\), and 2) the seasonal reversal of winds, governed by the annual cycle of solar radiation interacting with different heat capacities of the Tropical Ocean and land areas (meridional pressure gradient) resulting in differential heating \(^{[6,7]}\). Whereas the maximum precipitation across the western Himalaya occurs in combination with westerlies, which are synoptic weather systems that propagate eastward from the Mediterranean region towards South Asia and are strengthened during periods of ice sheet expansion.

Being the most dominant weather system, the contemporary relationship between the ISM and the Himalayan snow cover has been the subject of extensive scientific research. In the recent years numerous studies investigated the relationship between ISM rainfall and snow cover over Himalaya. The results show that winter and spring snow cover over western Eurasia (eastern Eurasia) is negatively (positively) correlated to the subsequent summer monsoon \(^{[8]}\). Enhanced mid-latitude westerlies (westerly disturbances) that develop over the Mediterranean Sea/Black Sea/Caspian Sea as extratropical frontal systems, account for snow at the higher elevations of the NW and Central Himalaya in the winter \(^{[9]}\). In comparison, glaciers in the eastern Himalaya get the majority of their precipitation during the summer SW monsoon months, which also coincide with the melting season. As a result, the western and northwestern glaciers are winter accumulation type, whereas their eastern counterparts are summer accumulation type. These inferences are drawn based on limited mass balance studies skewed towards summer months and scanty isotopic data obtained on snow and glacial melt. Thus, above these propositions are highly debatable and inconclusive.

Here it is worth mentioning that the Himalayan topography plays a significant role in modulating the relative influence of the ISM and westerly disturbances along and across the Himalaya. These weather systems define the magnitude and spatial extent of the glaciers in the Himalayan orogen \(^{[10-12]}\). The deep time inferences (millennial and multi-millennial time scales) regarding the contributory role of the ISM and westerlies in nourishing the Himalayan glaciers are largely drawn based on the chronologically constrained moraine stratigraphy and their correlation with the standard climatic curves. The study although provides a broad idea about temporal changes in moisture sources, however, because of strong chronometric dependency, the inferences about moisture sources would remain tentative and speculative. In view of this, the credible inferences about the spatial and temporal variability in the source of moisture towards the growth of Himalayan glacier should use the long (time) ice core data implying the isotopic fingerprinting of the ice core time slices.

The stable isotope ratios of oxygen (\(^6\text{O}\))\(^{18}\), hydrogen (\(^6\text{H}\)) and deuterium excess (d−excess) have been widely used for tracking the moisture sources and transport pathways of moisture laden air masses. The stable isotopic studies have also been used in quantifying the relative contributions of different moisture sources as well as reconstructing past climate variability \(^{[13,14]}\). Ice cores recovered from the northern slopes of Himalaya and Tibetan Plateau have provided some of the best high resolution records of past climate in the region. The stable isotope analyses of winter snow cover and summer rainfall along transect from the NW Himalayan (Ladakh) to the eastern Himalaya (Arunachal Pradesh) will help in establishing the spatial influence of the moisture sources. The relative contributions of the moisture source(s), their temporal variability and the corresponding growth/shrinkage (advance/retreat) of glaciers can only be addressed through long (time) ice core data implying the isotopic fingerprinting of the ice core time slices.

(ii) Impact of black soot (carbon) and mineral aerosol: Black soot in aerosol pollution can warm the troposphere, perhaps leading to surface melt \(^{[15,16]}\). Absorption is primarily caused by the black carbon (BC), whereas organic carbon (OC) absorbs mainly in the UV and slightly in the visible range. Black soot incorporated in snowflakes darkens snow and ice surfaces, increasing surface melt \(^{[17,18]}\). The extensive black soot aerosols might be lofted to the high Himalaya and incorporated in snowflakes, which when descending on the glaciers darken their surface. The presence of BC and OC in Himalayan snow and ice has inspired preliminary research on the subject, and its function in glacier melting has yet to be thoroughly assessed \(^{[19]}\).

According to studies, soot may be the second most important component of global warming, after carbon dioxide, in terms of direct radiative forcing. Soot is anthropogenic in origin (combustion of biomass and fossil fuels); mineral aerosols, on the other hand, are naturally occurring continental dust from dryland areas carried by the winds. There are evidences to suggest that air-temperature trend over the Himalayan region has accelerated (between
0.15 and 0.3 K/decade) in recent decades. Unlike soot, the mineral aerosols are anticipated to have a negative forcing at the Earth’s surface as they tend to scatter or absorb insolation and thus affect the radiation budget. Among aerosol constituents, black carbon (BC) is a key absorbing aerosol constituent formed by incomplete combustion of biomass, biofuel, and fossil fuel. The concentrations of aerosol are increasing over the Indian subcontinent and are expected to serious implications on the neighboring Himalayan glaciers through snow albedo reduction and accelerated melting of snow [20].

As such studies –till date- remain elusive from the Indian Himalaya, rational explanations for the complex and varying pattern of glacier response to climate variables across different sectors remain a source of contention. We are aware that there are logistical constraints as well as problems associated with ice core retrieval due to the less dense nature of Himalayan glacier ice, which prevents core recovery, but we must consider trying methodology so that some key glaciers located in climatically strategic locations can be drilled. Therefore, to begin with we must occupy the glaciers located in the climate sensitive transitional climatic zone in the Himalaya which are influenced by both the westerlies and the ISM.
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