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Machine learning algorithms have been deployed in numerous optimization, 
prediction and classification problems. This has endeared them for 
application in fields such as computer networks and medical diagnosis. 
Although these machine learning algorithms achieve convincing results in 
these fields, they face numerous challenges when deployed on imbalanced 
dataset. Consequently, these algorithms are often biased towards majority 
class, hence unable to generalize the learning process. In addition, they 
are unable to effectively deal with high-dimensional datasets. Moreover, 
the utilization of conventional feature selection techniques from a dataset 
based on attribute significance render them ineffective for majority of the 
diagnosis applications. In this paper, feature selection is executed using 
the more effective Neighbour Components Analysis (NCA). During the 
classification process, an ensemble classifier comprising of K-Nearest 
Neighbours (KNN), Naive Bayes (NB), Decision Tree (DT) and Support 
Vector Machine (SVM) is built, trained and tested. Finally, cross validation 
is carried out to evaluate the developed ensemble model. The results shows 
that the proposed classifier has the best performance in terms of precision, 
recall, F-measure and classification accuracy.
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1. Introduction

Machine learning (ML) and data mining (DM) 
algorithms present powerful statistical and probabilistic 
techniques that permit intelligent systems to learn from 
previous experiences [1]. This learning is critical for 
detection and identification of patterns in the underlying 

dataset. As such, they present vital mechanisms for 
discovering hidden relationships in sophisticated datasets 
[2]. Basically, ML and DM algorithms endeavour to offer 
reliability and trustworthiness in predictive models so 
as to boost precision and accuracy [2]. As such, these 
algorithms have found applications in optimization and 
prediction problems in communication networks and 



11

Journal of Computer Science Research | Volume 04 | Issue 01 | January 2022

medical fields, among others. For instance, fuzzy logic 
(FL) and adaptive neural networks (ANNs) have been 
deployed in [3] for optimization while authors in [4] have 
utilized Multi-Layer Feed Forward Network (MFNN) and 
FL for prediction. On the other hand, MFNN has been 
deployed in [5] for target cell prediction, while FL has been 
utilized in [6] for efficiency enhancement. 

An adaptive neuro-fuzzy inference system (ANFIS) has 
been deployed in [7] for destination network prediction. 
Similarly, FL has been deployed in [8] for target network 
prediction, while neuro-fuzzy technique is presented in 
[9] for delay optimization. FL based estimation technique 
is presented in [10], while authors in [11] have developed 
a neural network system for predicting the number of 
users in a network. To boost quality of service (QoS) in 
5G networks, authors in [12] present ANN-FL scheme. 
Similarly, ANN algorithm is deployed in [13] for QoS 
and Quality of Experience (QoE) enhancement. ANFIS 
scheme is presented in [14] for handover optimization, 
while multilayer neural network (MLNN) technique 
is introduced in [15] for QoS and QoE enhancement. 
Similarly, ML based technique for optimizing QoS 
is presented in [16]. On the other hand, a multilayer 
perception neural network (MPNN) is presented in [17] for 
delay reduction. Similarly, a neuro-fuzzy based technique 
is developed in [18] for QoS optimization.

In the medical field, the application of ML algorithms 
for prediction and classification is on the increase [1]. This 
is specifically the case for cancer prediction, owing to the 
multi-facet nature of this disease. Here, ML techniques 
are critical for the extraction of useful information from 
heterogeneous, complex and large clinical data [19]. As 
explained in [20], ML techniques are also significant 
for psychopathology risk algorithms that are critical 
for preventive intervention. For instance, supervised 
ML techniques are vital for internalizing disorder (ID) 
early detection. Although many ML schemes have been 
developed for medical diagnosis, there is need to optimize 
and improve these algorithms [21]. One such improvement 
is ensemble learning in which a classifier comprises 
of a set of individual classifiers that are coupled with 
techniques such as majority voting [22]. Here, the ensemble 
classifier amalgamates the predictions of individual 
classifiers, and hence exhibit better performance compared 
with individual classifiers [23-25]. This can be attributed to 
the utilization of various decision making systems that 
deploy numerous strategies. Consequently, an ensemble 
classifier benefits from performance of diverse classifiers 
as well as the diversity of errors [26]. 

In this paper, an ensemble ML algorithm is developed 
for enhanced diagnostics in the medical field. To evaluate 

the developed ensemble algorithm, it is applied in breast 
cancer (BC) data. The choice of BC is informed by the 
fact that cancer is one of the leading causes of deaths 
worldwide. According to [1], BC is one of the most 
common types of cancer, whose recurrence prognosis 
is critical for patient survival rate enhancement. 
Consequently, there is need for the early stage prediction 
of BC. Authors in [27] point out that ML algorithms 
improvement in terms of effectiveness has received 
much attention. However, many cancer cases are still 
being diagnosed late [28]. As such, the predictive models 
for cancer diagnosis need to exhibit extremely low error 
rates for effective early diagnosis and treatment. In this 
environment, a need arises for the medical dataset to be 
carefully managed, owing to its complex nature [29]. Any 
form of predication errors will have serious consequences, 
and hence the need for accuracy enhancement in ML 
algorithms. The major contributions of this paper include 
the following:

•	 Neighbour Components Analysis (NCA) is deployed 
for feature selection so as to identify and eliminate 
irrelevant or redundant features.

•	 Five predictive models are formulated, trained and 
tested on the Wisconsin Diagnostic Breast Cancer 
(WDBC) dataset.

•	 A number of performance metrics are developed 
and deployed to evaluate the developed predictive 
models.

•	 The results show that the ensemble classifier 
comprising of KNN, SVM, DT and NB exhibits the 
best performance compared to individual classifiers.

The rest of this paper is organized as follows: Section 
2 details related work in machine learning algorithms and 
diagnosis, while Section 3 outlines the adopted system 
model. On the other hand, Section 4 presents the results 
and discussion of these results, while Section 5 concludes 
the paper and gives future directions.

2. Related Work

The deployment of machine learning algorithms for 
diagnostics has received much attention among medical 
practitioners. As such, numerous schemes have been 
presented in literature. For instance, neural network based 
ensemble classifier has been presented in [30] for heart 
failure detection, yielding high classification accuracy. On 
the other hand, authors in [1] have applied Random Forest 
(RF), Linear regression (LR), Multi-layer Perceptron 
(MLP) and Decision Trees (DT) for breast cancer 
prediction, with MLP yielding the best performance. 
Similarly, ANN, DT, support vector machines (SVMs), 
Naive Bayes(NB), and K-Nearest neighbor (KNN) have 
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been deployed for medical diagnosis [31]. Among these, 
ANN is noted to be the best in capturing correlations 
among attributes. A nested ensemble learning algorithm 
is developed in [32] for breast cancer diagnosis, while 
an ensemble classifier for kidney stone prediction is 
introduced in [33]. Similarly, a tree ensemble model is 
developed in [34] for colorectal cancer survival prediction.

An ensemble learning scheme is presented in [35] for 
hepatitis disease diagnosis, with results showing that this 
classifier performed better than individual ANN, ANFIS, 
KNN and SVM classifiers. An ensemble deep learning 
algorithm is developed in [36] for heart disease prediction, 
while an ensemble classifier comprising of Logistic 
Regression (LR), RF, Adaboost and KNN is introduced 
in [37] for diabetic retinopathy dataset classification. The 
results showed that ensemble ML model performed 
better than individual ML algorithms. On the other 
hand, an ensemble learner consisting of multiple deep 
convolutional neural networks (CNNs) is developed in [38] 
for pulmonary nodules classification. Similarly, ensemble 
learning technique is presented in [39] for diabetes 
diagnosis, while semantic segmentation and ensemble 
learning have been introduced in [40] for cardiovascular 
pathology assessment.

Genetic algorithm (GA) and RF have been utilized 
in [41] for BC detection, while a deep ensemble learning 
scheme is developed in [24] for Alzheimer’s disease 
(AD) prediction. Similarly, ensemble ML technique 
is introduced in [20] for internalizing disorders (ID) 
prediction, while an ensemble of neural network models is 
presented in [29] for Rheumatoid arthritis (RA) diagnosis. 
On the other hand, ensemble classifier is developed in 
[42] for heart disease prediction, while ensemble neural 
network models are utilized in [43] for medical captioning. 
An ensemble of deep learning and evolutionary 
computation is developed in [44] for coronary artery disease 
prediction, while an ensemble of Bagged Tree (BT), 
RF and AdaBoost is developed in [45] for heart disease 
prediction. In this classifier, Particle Swarm Optimization 
(PSO) is deployed for feature subset selection. The 
results showed that BT and PSO attained the highest 
accuracy. A hybrid of Fuzzy and KNN is deployed in 
[46] for heart disease prediction, while CNN model is 
amalgamated with recurrent neural network (RNN) in 
[47] for lung cancer prediction. An ensemble of CNN and 
RNN is developed in [48] for COVID-19 diagnosis, while a 
classifier combining CNNs and SVM is deployed in [49] for 
COVID-19 classification. On the other hand deep transfer 
learning scheme are coupled with three CNN models in 
[50] and [51] for COVID-19 diagnosis. Similarly, seven pre-
trained CNN classifiers have been introduced in [52] for 

COVID-19 diagnosis from X-ray samples.
Apart from ensemble classifiers, other ML algorithms 

have also been deployed for diagnostics. For instance, 
an improved ML is presented in [53] for heart disease 
prediction, while SVM has been developed in [54] for heart 
valve diseases diagnosis. On the other hand, a deep RNN 
model is presented in [55] for prostate cancer diagnosis, 
while CNNs have been utilized in [56] and [57] for lung 
cancer prediction. A deep neural network is introduced 
in [58] for COVID-19 diagnosis. Similarly, a deep CNN is 
presented in [59] for COVID-19 diagnosis.

Although conventional ML techniques attain admirable 
classification accuracies in medical diagnoses, their 
performance diminishes when presented with imbalanced 
dataset. This is normally the case in detection of minority 
category [31]. In addition, numerous factors negatively 
impact the performance of current classification models 
when applied to real data [29]. Such issues include class 
imbalance of the training dataset, and hence these models 
are often biased towards majority class. Consequently, 
they are unable to generalize the learning process. Another 
challenge facing majority of the ML algorithms is the 
handling of high-dimensional datasets, owing to lack of 
a framework that employs diverse data sources [36]. In 
addition, the utilization of conventional feature selection 
techniques from a dataset based on their significance 
render them ineffective for disease diagnosis. 

Although ensemble learning techniques perform 
exceptionally better than individual classifiers, optimum 
selection of diversity classifier members to form an 
ensemble, and the fusion of individual decisions of 
the base classifiers into a single decision present some 
challenges. On the other hand, the current deep learning 
feature extraction and classification models have 
limitations in both their feature extraction and weighting 
approaches. It is evident that major advances have been 
made in developing deep learning models, which are 
effective classifiers for detection of high-order data 
relationships to solve complex tasks. However, these 
models are curtailed by the fat-short property of transcript-
based data, which negatively impact their cancer diagnosis 
effectiveness.

3. System Model

This section presents the description of the deployed 
dataset, data pre-processing steps, ensemble classifier 
model and experimentation.

3.1 DataSet Description

The Wisconsin Diagnostic Breast Cancer (WDBC) 
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dataset is utilized in this paper. It has 699 instances with 
11 features as shown in Table 1. 

Table 1. Summary of Attributes

Attribute number Feature name Domain

1 Sample code number 1-683

2 Clump Thickness 1-10

3 Uniformity of Cell Size 1-10

4 Uniformity of Cell Shape 1-10

5 Marginal Adhesion 1-10

6 Single Epithelial Cell Size 1-10

7 Bare Nuclei 1-10

8 Bland Chromatin 1-10

9 Normal Nucleoli 1-10

10 Mitoses 1-10

Y Class 2 or 4

The class distribution comprises of 241 malignant 
(representing 34.48%) and 458 benign (representing 
65.52%) subjects. On the other hand, the target label falls 
into two classes which include benign (2) or malignant (4).

3.2 Data Pre-processing

Prior to the classification process, data cleaning was 
executed to eliminate or lessen noise in the data. During 
this process, 16 instances for the Bare Nuclei feature 
were found to be missing and hence were eliminated 
from the dataset. In addition, the Sample code number 
and Class features are irrelevant during the classification 
process and hence are eliminated. Consequently, only 9 
features and 683 instances remained, out of which 444 
were benign while 239 were malignant. Table 2 gives the 
basic statistics (mean and standard deviation-std) of the 
remaining features. 

Table 2. Attribute statistics

Feature name Average Std

Clump Thickness 4.44 2.82

Uniformity of Cell Size 3.15 3.07

Uniformity of Cell Shape 3.22 2.99

Marginal Adhesion 2.83 2.86

Single Epithelial Cell Size 3.23 2.22

Bare Nuclei 3.54 3.64

Bland Chromatin 3.45 2.45

Normal Nucleoli 2.87 3.05

Mitoses 1.60 1.73

To ensure that all features in the dataset have equal 
coefficients, the standard scalar was computed such that 
each feature has a mean of zero and variance of unity. This 
was followed by the Min-Max scalar computation that 
shifted the data in a way that all features have a domain of 
between zero and unity. 

3.3 Ensemble Classifier Model

In this paper, an ensemble classifier is constructed, 
consisting of KNN, SVM, DT and NB. As shown 
in Figure 1, an ensemble model consists of K single 
classifiers and each single model has N inputs. As such, 
the entire model has K*N input features and the output 
of this ensemble model is computed based on majority 
voting.

The classifiers of the proposed ensemble are individual 
KNN, DT, SVM and NB models. As such, four ensemble 
models can be established for classification, which 
include KNN ensemble (KNNE), DT ensemble (DTE), 
SVM ensemble (SVME) and NB ensemble (NBE). 
Consequently, the proposed ensemble model comprises 
of KNN, DT, SVM and NB classifiers. The DT model 

Fig.1: Generalized Ensemble Classifier
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groups data samples based on numerous questions, where 
the root of the tree comprises of all data samples. Here, 
the tree is generated through a recursive process as shown 
in Algorithm 1.

On the other hand, the NB algorithm is a probabilistic 
classification that derives its probability value by 
computing the frequency and value combinations from the 
dataset. The assumption made here is that all features are 
independent. Algorithm 2 gives the steps followed in this 
classification.

On its part, the KNN is a non-parametric classification 
algorithm whose input comprises of k, which is positive 
integer representing the number of classes in the 
underlying dataset. Here, the classification of input data 
is based on the majority of its neighbours. Consequently, 
input data is assigned to a class that is higher in its 
k-nearest neighbours as shown in Algorithm 3. The 
Euclidean distance D is utilized to measure the distance 
between data points.

On the other hand, SVM is a classification algorithm 
that employs subset of training data points in its decision 
function. These data points become support vectors 
and this algorithm has been demonstrated to be highly 
effective for high dimensional data. Algorithm 4 presents 
the steps necessary for the deployment of SVM.

As already alluded, the ensemble model comprises of 
KNN, DT, SVM and NB whose algorithms have been 
presented above. The fifth ensemble model consists of 
some clusters of these classifiers as shown in Figure 2. In 
this ensemble model, the input features fed to individual 
classifiers are replicated and similar to each cluster. 

In this paper, feature selection is executed using 
neighbour components analysis (NCA). The aim is to 
identify and eliminate irrelevant or redundant features 
so so as to remain with the most relevant ones. NCA 
was chosen due to its ability to maximize classification 
accuracy. It does this through dataset dimensionality 
reduction and hence achieves optimal objective function. 
Normally, the gradient-based optimizer is deployed for 
this purpose. Finally, the output of the ensemble model is 
obtained through majority voting strategy.



15

Journal of Computer Science Research | Volume 04 | Issue 01 | January 2022

3.3 Experimentations

During training and testing process, the dataset 
was portioned into 80% training instances and 20% 
testing instances. The goal is to classify the tumor 
either as malignant or benign. Feature selection is then 
accomplished using NCA before individual models are 
trained, tested and deployed to classify the dataset. This 
was followed by the deployment of the proposed ensemble 
model to classify the same dataset as shown in Figure 3. 

Figure 3. Flowchart of the Proposed Model
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false positive, and FN is false negative.

4. Results and Discussion

In this section, the training and testing results of the 
developed machine learning algorithms are presented. 
Table 4 shows the precision, recall and F-measure values 
obtained for the various classifiers. It is evident that the 
lowest value for precision was 94.21 which was recorded 
by NB classifier while the highest value for precision was 
99.12 which belonged to the proposed ensemble classifier. 
Regarding recall, NB had the lowest value of 94.28 while 
the proposed ensemble classifier had the highest value of 
99.45. On the other hand, 94.245 was the lowest F-measure 
value that was recorded by NB classifier while 99.285 
was the highest F-measure value that was recorded by the 
proposed classifier.

Table 4. Performance Comparisons

Classifier Precision Recall F-Measure

DT 95.07 95.23 95.150

SVM 98.15 98.26 98.205

NB 94.21 94.28 94.245

KNN 97.16 97.34 97.250

Ensemble 99.12 99.45 99.285

As shown in Figure 4, the proposed ensemble classifier 
had the highest values for precision, recall and F-measure. 
This was followed by SVM, KNN, DT and NB in that 
order. It is also clear that the values for recall remained 
the highest among other metrics in all the five classifiers.

Figure 2. Proposed Ensemble Classifier
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Figure 4. Performance Metrics Comparisons

Table 5 presents the values obtained for prediction 
accuracy during training and testing. It is clear from Table 
5 that during training, the highest value of accuracy was 
98.95% while the lowest value was 94.03. On the other 
hand, 99.27% accuracy was the highest during testing 
while 94.34% accuracy was the lowest during testing.

Table 5. Prediction Accuracy

Classifier
Prediction Accuracy (%)

Training Testing Overall

DT 93.65 94.91 94.280

SVM 97.98 98.56 98.270

NB 94.03 94.34 94.185

KNN 97.06 97.45 97.255

Ensemble 98.95 99.27 99.110

Based on Figure 5, NB classifier had the lowest overall 
classification accuracy of 94.185% while the proposed 
ensemble classifier had the highest overall classification 
accuracy of 99.11%. It is also evident that training had 
lower classification accuracy compared with testing phase.

Figure 5. Prediction Accuracy Comparisons

This disparity can be attributed to the lower percentage 
of instances of 20% that are used during testing compared 
to 80% instances during training. To validate the proposed 
ensemble classification model, 10 folds cross validation 
was executed. To achieve this, the entire dataset is 

portioned in 10 equal sets. Next, 9 of these sets are 
deployed for training while the remaining 1 set is utilized 
for testing the model. This process is repeated ten times 
with each of the ten sub-samples being used at least once. 
The results obtained are depicted in Figure 6 below.

Figure 6. Cross Validation

It is evident from Figure 6 that NB classifier had the 
least performance of 93.96%, followed by DT, KNN, 
SVM and the proposed ensemble classifier with 95.02%, 
97.11%, 98.79 and 99.39% respectively. Based on the 
results above, it is evident that the deployed NCA feature 
selection and majority voting in the proposed classifier 
boosted precision, recall, F-measure and classification 
accuracy. This explains the slightly better performance 
of the proposed ensemble classifier when compared with 
individual classifiers.

5. Conclusions

Many machine learning algorithms have been devel-
oped to aid in optimization, prediction and diagnostics. 
However, these machine learning algorithms have been 
noted to have numerous challenges that may impede 
their effectiveness. These challenges revolve around the 
feature selection methods, imbalanced datasets and ina-
bility of learning generalization, among other issues. For 
instance, ensemble models perform better than individual 
classifiers, but the ideal selection of diversity classifier 
members to construct an ensemble, and the fusion of 
individual decisions of the base classifiers into a single 
decision present some setbacks. On their part, deep 
learning models have issues with the deployed weighting 
schemes. Moreover, the fat-short property of transcript-
based data reduces the prediction accuracies of some 
of the deep learning models. The developed ensemble 
classifier deploys a more effective feature selection 
technique to eliminate irrelevant features from the dataset. 
The results show that this ensemble classifier is more 
effective when compared to individual classifiers such as 
NB, KNN, DT and SVM. Future work lies in the testing 



17

Journal of Computer Science Research | Volume 04 | Issue 01 | January 2022

of the developed classifier in different datasets to validate 
its effectiveness.
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