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ABSTRACT

This article presents a cardinality approach to big data, a fuzzy logic-based approach to big data, a similarity-based approach to big data, and a logical approach to the marketing strategy of social networking services. All these together constitute a mathematical theory of big data. This article also examines databases with infinite attributes. The research results reveal that relativity and infinity are two characteristics of big data. The relativity of big data is based on the theory of fuzzy sets. The relativity of big data leads to the continuum from small data to big data, big data-driven small data analytics to become statistical significance. The infinity of big data is based on the calculus and cardinality theory. The infinity of big data leads to the infinite similarity of big data. The proposed theory in this article might facilitate the mathematical research and development of big data, big data analytics, big data computing, and data science with applications in intelligent business analytics and business intelligence.

1. Introduction

Big data has become one of the most important frontiers for innovation, research, and development in data science, computer science, artificial intelligence, industry, and business [1,2]. Big data has also become a strategic asset for nations, organizations, industries, enterprises, businesses, and individuals [3,4]. Big data technology including big data analytics has been successfully used to explore business insights and data intelligence from big data [5,6]. Mathematics researchers have paid increasing attention to the dramatic development of big data and its impact on mathematics by offering courses and holding workshops to develop the mathematics of big data [6,7]. However, there is no literature on a mathematical theory of big data based on the search using Google Scholar and Scopus (accessed on April 28, 2022). This indicates that a mathematical theory of big data has lagged far behind the big intelligence, big service, and big market opportunity resulting from big data [8]. The above brief analysis implies that the followings are still big issues for big data toward the establishment of a mathematical theory.

• What is a mathematical theory of big data?
• How does a social networking platform become an outstanding contributor to big data?

This article addresses these two issues by providing a mathematical theory of big data. This mathematical theo-
ry covers the cardinality approach, fuzzy logic approach, similarity approach, and logical approach due to the space limitation. More specifically, it proposes “big” as an operation and presents a cardinality approach to the big volume of big data, the latter is one of the ten big characteristics of big data [9], a fuzzy logic-based approach to big data, a similarity-based approach to big data, and a logical approach to the marketing strategy of big data-driven social networking services.

The remainder of this article is organized as follows. Section 2 presents a cardinality approach to big data. Section 3 looks at searching for big data using the set theory. Section 4 applies a fuzzy-logic approach to big data from a relativity perspective. Section 5 proposes a similarity-based approach to big data. Section 6 looks at a logical approach for promoting big data-driven social networking services. The final sections discuss the related work and end this article with some concluding remarks and future work.

It should be noted that this article does not directly address the issues related to how to efficiently manage, analyze, mine, and process big data although the proposed mathematical theory can be applied to each of them.

2. A Cardinality Approach to Big Data

This section examines cardinality of big data as a mathematical approach to the big volume of data based on discrete mathematics and cardinal number theory in real analysis. It addresses what the biggest volume of big data is.

**Definition 1**

Let $S$ be a set. The cardinality of $S$ is $n$, denoted by $|S| = n$, if there are exactly $n$ distinct elements in $S$, where $n$ is a non-negative integer [9].

**Example 1**

Let $S = \{a, b, c, d, e, f, g\}$, then $|S| = 7$.

$S$ is said to be infinite if $n$ is a non-negative integer. Otherwise, $S$ is said to be infinite. The cardinality of an infinite set $S$ is discussed in set theory and discrete mathematics [10-12].

A large number of research articles on big data have been published in the past decade since 2012 [8,13-16]. Most of them consider volume as the first V of big data [8]. They mentioned terabytes (TB, $2^{40}$ B), petabytes (PB, $2^{50}$ B), exabytes (EB, $2^{60}$ B), zettabytes (ZB, $2^{70}$ B), and yottabyte (YB, $2^{80}$ B) as the big volume of big data. Google, YouTube, and other global data giants have the volume of big data at a PB level yearly, while Amazon has big data at an EB level yearly [17]. It seems that the principle of big data is that the bigger volume the big data has, the more important it is. This is true in some cases, for example, Google and Amazon with a bigger volume of big data have a big value in the market.

However, when the author asked his friend’s child to count numbers, 1, 2, 3, ..., then only a few minutes later, he could not like to count numbers anymore. Then he said “infinity” as the conclusion of his counting number. What an interesting child he is! He intuitively knew the end of counting numbers is infinity. The generalization of this story is the cardinality of big data.

In entity-relationship modeling, an attribute value is the least unit for representing data [19]. An attribute value has also been the least unit for defining and manipulating data in database systems [19]. An attribute value is still the least unit for NoSQL database or web data processing. Therefore, the attribute value can be used as the least unit of big data. An attribute value can be denoted as $v$. For example, $v_1 = \text{big}$, $v_2 = \text{data}$, $v_3 = \text{analytics}$, $v_4 = \text{intelligence}$, $v_5 = \text{service}$, etc. These values can be considered as keywords when searching online and or stop words in natural language processing. From a linguistic viewpoint, they are the elements for constructing a sentence, a paragraph, a text, and so on. However, for searching, some attribute values, for example, $a$, $an$, $the$, $of$, can be considered negligible components. An attribute value can be any word(s) (e.g., in English) in the web text. Using number sequence and limit in mathematics [20], an attribute value sequence is $v_1, v_2, ..., v_n$, and $n$ is an integer. Now a question arises,

What does the limit of attribute value sequence $v_i$ mean when $i$ tend to infinity?

Let $V$ be a set of attribute values, and $U$ be the universe of big data. $U$ consists of all online and offline data available to mankind. Therefore, $U$ includes all the data, information, knowledge, experience, intelligence, and wisdom in either article or website, or multimedia form [9]. Then, the relationship between $V$ and $U$ is as follows.

$$V \subseteq U$$

(1)

In other words, $V$ is a subset of $U$.

A finite attribute value sequence $v_1, v_2, ..., v_n$ can be used to constitute a sentence using concatenation, where $n$ is an integer. However, from a perspective of human cognition [21], $n$ is not a fixed integer. The corresponding attribute value sequence $v_1, v_2, ..., v_n$ cannot represent all the data and knowledge existing in the world. At least a countable infinite number of attribute values is required to constitute all the big data, big information, big knowledge, big intelligence, and big wisdom [22], because the number of English sentences is theoretically infinite [23]. This implies that the cardinality of $V$ is $|V| = N_0$. $N_0$ is the cardinality of all integers $N$, then $U$ should be at least uncountable infinity as the cardinality of all the real numbers [24], because any subset of $V$ can be constituted to a meaningful sentence, paragraph, or text. It can also correspond to
at least a picture or a set of pictures, such as a data stream. For example, if one searches “Paul” (as a \(v_i\)), then one will find a set of texts or pictures consisting of “Paul”, even using Google (see the next section). This means that an element of \(V\) corresponds to a set of elements of \(U\). Therefore, a relationship between the cardinality of \(V\) and that of \(U\) is

\[
|U| = 2^{|V|} \quad (2)
\]

and

\[
|U| = 2^{|V|} \cdot 2^{|V_0|} = c \quad (3)
\]

where \(c\) is the cardinality of the real number set. Strategically, if one likes to understand the existing finite world of big data, one should “live” in the infinite world of big data. It is important to be a follower in the finite world of big data in terms of EB, ZB, and YB. It is also important to be an explorer in the infinite world of big data. For the former, we enjoy the 3G communication using a mobile phone in the 2000s, whereas for the latter one should look at what will be the next generation of smartphones using 6G or 7G communication.

It should be noted that this section is motivated by a large number of articles or books using petabytes, exabytes, and zettabytes, as well as yottabytes, to describe how big the volume of big data \([17,23,26]\). Therefore, it is interesting to answer how big the volume of big data is in the future. The cardinality theory \([12,24]\) is used to develop it in some detail. In other words, this section provides an answer to the question: how big is the volume of big data eventually, using real analysis or measure theory.

3. A Set Theory for Searching Big Data

This subsection discusses searching for big data using the set theory, which is the foundation of modern mathematics \([12,24]\).

Let \(u \in U\) be a document on the web. \(u\) may be a Microsoft word file in .docx or report in pdf. Let \(v \in V\) be an attribute value. \(v\) may be a word such as “data”, “intelligence”, or “wisdom”, or “engineering”, then a search function denoted as \(s: V \rightarrow U\), is defined as

\[
s(v) = u, \text{ if } v \in u \quad (4)
\]

For example, if one uses Google Scholar to search for “big data”, denoted as \(v\), then she or he finds 1,750,000 results (retrieved on April 26, 2022), denoted as \(u\), each of them should include \(v\).

More generally, a search function can be defined as

\[
s(v) = F(v) \quad (5)
\]

where \(F(v) = \{ u_i | v \in u_i, u_i \in U, i = \{0, 1, 2, \ldots, m\} \}; i = 0\) means that “no research results” for \(v\). This is valid for searching practice using all the search engines online including Google, Baidu, Semantic Scholar, and Google Scholar. The core idea behind the online search is that one keyword search corresponds to at least a picture/document or a set of pictures/documents as the search results. A Google search for “big data” found 61,700,000 results (retrieved on 22 April 2018) and 398,000,000 results (retrieved on 20 April 2022). Therefore, \(F(v) \subseteq U\).

Searching on the web using search engines such as Google and Baidu is an operation. Search or query in a relational database using SQL (Structured Query Language) is a data operation (data manipulation) \([10]\). SQL should be renamed as Structured Query Engine (SQE) based on the usage of the search engine. At least the author discussed it with his colleagues. In what follows, this section looks at the property of the search function as an operation.

Let \(v_1, v_2, v_3 \in V\), using Equation (5), \(s(v_1) = F(v_1), s(v_2) = F(v_2), s(v_3) = F(v_3)\). Then the following property of search functions holds \([10]\).

\[
s(v_1 \lor v_2) = s(v_1) \cap s(v_2) = F(v_1) \cap F(v_2) \quad (6)
\]

where \(\lor\) is a space operation between \(v_1\) and \(v_2\) to reflect the search using Google and Baidu. \(\lor\) as an operator has the property of association, that is, \(v_1 \lor (v_2 \lor v_3) = (v_1 \lor v_2) \lor v_3\) \([27]\). \(\lor\) is similar to concatenation between data items in linguistics or formal language \([11]\).

Now given an attribute value sequence \(v_1, v_2, \ldots, v_n\), then \(s(v_1) = F(v_1), s(v_2) = F(v_2), \ldots, s(v_n) = F(v_n)\).

**Theorem 1.**

In the finite world of big data, the search result with respect to operation \(\lor\) is

\[
s(v_1 \lor v_2 \lor \ldots \lor v_n) = \prod_{1}^{n} F(v_i) = F(v_1) \cap F(v_2) \cap \ldots \cap F(v_n) \quad (7)
\]

**Theorem 2.**

When \(n \to \infty\), the following property of search as an operation \(\lor\) in the web search holds.

\[
s(v_1 \lor v_2 \lor \ldots \lor v_n \lor \ldots) = \prod_{1}^{n} F(v_i) \quad (8)
\]

Theorem 1 and Theorem 2 can be proved based on Equation (6) easily.

Equation (7) and Equation (8) are representation theorems for searching in the finite world and infinite world of big data respectively.

Many people have the experience of searching for what they expect on the web using Equations (6 and 7), although each of them has not experienced the search of the web based on the Equation (8). This is because an individual’s search on the web is finite (in terms of attribute value) whereas all the human being’s searches on the web should be infinite.

Based on the dual principle of the set theory, the \(\lor\) operation of \(v_1 \lor v_2\) motivates us to introduce \(\land\) operation \([27]\).
Let’s look at the following example: Paul just searched for “intelligent big data analytics” using Google Scholar. However, he had not searched for what he expected, so he had to extend his search space by using “big data analytics”. Let “intelligent big data analytics” be \( v_1 \) and “big data analytics” be \( v_2 \). Then Paul’s extending search space means that he uses \( v_1 \lor v_2 \) (a kind of intersection in set theory \(^{[46]}\)) to search for what he expected on the web. Then the following two theorems hold corresponding to Equations (7) and (8), based on the dual principle of set theory \(^{[9]}\).

**Theorem 3.**
In the finite world of big data, the search results with respect to operation \( \land \) are

\[
s(\bigwedge_{i=1}^{n} F(v_i)) = \bigcup_{i=1}^{n} F(v_i) \cup \bigcup_{i=2}^{n} F(v_i) \cup \cdots \cup F(v_n) \quad (9)
\]

**Theorem 4.**
When \( n \to \infty \), the following property of search as an operation \( \land \) in the web search holds.

\[
s(\bigwedge_{i=1}^{n} F(v_i)) = \bigcup_{i=1}^{n} F(v_i) \quad (10)
\]

Equations (7), (8), (9), and (10) are a mathematical basis for searching for big data on the web.

### 4. A Fuzzy Logic Approach to Big Data

Fuzzy sets theory has been successfully applied in many areas including finance, database, pattern recognition, and natural language processing, to name a few \(^{[28,29]}\). Fuzzy logic can be applied to address the vagueness and veracity of big data \(^{[14,29,30]}\). This section uses fuzzy sets and fuzzy logic to examine the relativity of big data as a fundamental of big data.

Let \( U \) be the universe of big data, and \( n \in \mathbb{N} \). Then big as an attribute value is an element of \( U \), that is, \{big\} \( \in \mathbb{U} \).

A fuzzy set of big in \( N \) is defined with a membership (characteristic) function \( f_{\text{big}}(n) \) which associates every number of \( n \in \mathbb{N} \) with a real number in the interval \([0,1]\) \(^{[30]}\), that is,

\[
f_{\text{big}}(n) \in [0,1]
\]

If \( f_{\text{big}}(n) = 1 \), \( n \in \mathbb{N} \) is said to be big, otherwise, \( f_{\text{big}}(n) < 1 \), \( n \in \mathbb{N} \) is said to be not big. In fuzzy logic, “not big” does not mean “small” \(^{[28]}\).

A question arises: What big does mean in big data from a perspective of fuzzy logic? To answer this question, this subsection examines an average child at 5 years old, a young person at 20 years old, and a graduate with a Bachelor of Data Science, and observes what they believe big as a term \(^{[9]}\).

For the child, he believes that 5,000 is big, denoted as \( f_{\text{big}}(n, p_1) \in [0,1] \), because he likes to have US$ 5,000, then

\[
f_{\text{big}}(n, p_1) = \begin{cases} 1, & \text{if } n \geq 5,000 \\ < 1, & \text{otherwise} \end{cases}
\]

This equation indicates that the child believes that any number greater than 5,000 will be “big”, whereas number less than 5,000 is not big.

For the young person, he believes that 1 million is big, denoted as \( f_{\text{big}}(n, p_2) \in [0,1] \), because he likes to be a millionaire, that is,

\[
f_{\text{big}}(n, p_2) = \begin{cases} 1, & \text{if } n \geq 1,000,000 \\ < 1, & \text{otherwise} \end{cases}
\]

This means that the young person believes that any number greater than 1,000,000 will be “big”, whereas number less than 1,000,000 is not big.

For the graduate with the degree, he believes that 1 billion is big, denoted as \( f_{\text{big}}(n, p_3) \in [0,1] \), because he likes to be a billionaire, that is,

\[
f_{\text{big}}(n, p_3) = \begin{cases} 1, & \text{if } n \geq 10^9 \\ < 1, & \text{otherwise} \end{cases}
\]

In other words, he believes that any number greater than \( 10^9 \) will be “big”, whereas number less than \( 10^9 \) is not big.

The above analysis using fuzzy sets indicates that all persons unanimously agree that a number less than 5,000 is “not big”, and different people have a different understanding of big as the term. However, all people unanimously have a concept of “big” in numbers motivated by their backgrounds, environments, and expectations.

Let \( P = \{p_k\} \), \( p_k \) is a person, \( k = 1, 2 \cdots, m \). \( m \in \mathbb{N} \) is a given natural number, it can be the total number of all the people living in the world. For every person, \( p_k \), his or her perspective to big can be represented as a fuzzy set \( B_{p_k} \) with the following membership function \( f_{\text{big}}(n, p_k) \in [0,1] \) and

\[
f_{\text{big}}(n, p_k) = \begin{cases} 1, & \text{if } n \geq n_k \\ < 1, & \text{otherwise} \end{cases}
\]

(11)

For example, the above child can be named a \( p_1 \), then the perspective of \( p_1 \) to “big” satisfies the following properties: \( n_1 = 5,000 \).

\[
f_{\text{big}}(n, p_1) = \begin{cases} 1, & \text{if } n \geq n_1 \\ < 1, & \text{otherwise} \end{cases}
\]

(12)

Based on the operations of fuzzy sets \(^{[28,30]}\), the intersection of the all fuzzy sets \( B_{p_1} \cap B_{p_2} \cap \cdots \cap B_{p_m} \), whose membership function \( f_{\text{big}}(n, C) \) is

\[
f_{\text{big}}(x, C) = \min(f_{\text{big}}(n, p_1), f_{\text{big}}(n, p_2), \cdots, f_{\text{big}}(n, p_m))
\]

(12)

Or, in abbreviated form

\[
f_{\text{big}}(n, C) = \lambda_N(f_{\text{big}}(n, p_k))
\]

(13)
The membership function \( f_{\text{big}}(n, c) \) indicates that there exists a number \( K \in N \) such that for every \( p_i, k = 1, 2 \ldots, m, \)
\[
f_{\text{big}}(n, p_k) = \begin{cases} 1, & \text{when } n \geq K \\ 0, & \text{otherwise} \end{cases} \quad (14)
\]
where \( K = \max(n_1, n_2, \ldots, n_m) \). In other words, all the people have unanimously agreed that the data with KBYtes or greater is big data. This result conforms to the currently popular idea in the literature of big data, that is, data with Exabytes or Petabytes are big data \([13,31]\), whereas data with an MB cannot be considered big data anymore, although it used to be big data two decades ago \([9]\).

The union of the all-fuzzy sets \( B_{\text{big}}, k = 1, 2 \ldots, m \) with membership functions in Equation (11) is a fuzzy set \( D \), written as \( D = B_{\text{big}} \cup B_{\text{big}} \cup \ldots \cup B_{\text{big}} \), whose membership function \( f_{\text{big}}(x, D) \) is
\[
f_{\text{big}}(n, D) = \max(f_{\text{big}}(n, p_1), f_{\text{big}}(n, p_2), \ldots, f_{\text{big}}(n, p_m)) \quad (15)
\]
Or, in abbreviated form \([30]\)
\[
f_{\text{big}}(n, D) = \bigvee_I (f_{\text{big}}(n, p_k)) \quad (16)
\]
The membership function \( f_{\text{big}}(n, D) \) indicates that there exists a number \( H \in N \) such that for every \( p_i, k = 1, 2 \ldots, m, \)
\[
f_{\text{big}}(n, p_k) = \begin{cases} 1, & \text{when } n \geq H \\ 0, & \text{otherwise} \end{cases} \quad (17)
\]
where \( H = \min(n_1, n_2, \ldots, n_m) \). Different from the above analysis based on the intersections of fuzzy sets, the union of fuzzy sets \([30]\) indicates that for any given \( J \in N \), if there exists a person who believes that \( J \) is big, that is, \( J \geq H \), then all the other persons have to agree that \( J \) or greater is big. In terms of big data, this means that if there exists a person who believes that data with \( \text{bytes} \) is big data, then all the other persons have to agree that the data with \( \text{bytes} \) or greater is big data. If this is true, then \( J \) might be 100 \( \in N \), because a child might consider 100 as a big number. In other words, the statement that the data with Exabytes or Zettabytes is just big lacks evidence from the social reality based on the theory of fuzzy logic.

The above discussion implies that one characteristic of big data is relativity, that is, big is a relativity concept; the relativity of big data is a fundamental of big data. The secret behind the relativity of big data is inclusiveness, that is, we have to permit that every individual has his or her understanding of what big means in big data \([9]\). This inclusiveness can make big more powerful in terms of research and development of big data. This relativity of big data also brings forth that a universal benchmark does not exist for big volume, big variety, big velocity, and big veracity that define and measure the characteristics of big data \([14]\).

Finally, the relativity of big data leads to the continuum from small data to big data, big data-driven small data analytics is of statistical significance \([14]\).

5. A Similarity-based Approach to Big Data

The concept of similarity is a fundamental concept in mathematics, computer science, data science, and artificial intelligence \([2,10]\). For example, “similar problems have similar solutions” is the principle of case-based reasoning \([32]\). In other words, case-based reasoning is a process of discovering similarity intelligence from a case base, just as data mining is a process of discovering data intelligence from a database or big data \([22,24]\).

Definition 2.
A binary relation \( S \) on a non-empty set \( X \) is a similarity relation if it satisfies \([32]\)
\[
\begin{align*}
(R) & \forall x, x S x; \\
(S) & \exists y \forall x (y S x) \\
(T) & \text{If } x S y \text{ and } y S z, \text{ then } x S z.
\end{align*}
\]
The conditions (R), (S), and (T) are the reflexive, symmetric, and transitive laws. If \( x S y \) or \( y > x \in S \), then \( x \) and \( y \) are said to be similar, denoted as \( x \sim y \).

Based on this definition, this section introduces finite similarity, infinite similarity, weak similarity, strong similarity, and limit of similarity. All these concepts of similarity are important for similarity-based reasoning for big data to discover similarity intelligence and data intelligence from big data.

5.1 Finite Similarity and Infinite Similarity

From a viewpoint of search online, a search engine cannot limit the number of text words. Different texts have different lengths in words. Therefore, the search space is infinite and consists of infinite texts or words.

As mentioned earlier, if one searches for “v” using a search engine (e.g. Google and Baidu), then all the search results are \( s(v) = F(v) \). \( F(v) \) can be considered as a similarity class of \( v \), denoted as \( [v] \), that is, \( [v] = \{ y \mid y \) is a search result from searching for “v” online\}. In other words, if \( y_1, y_2 \in [v] \) then \( y_1 \) and \( y_2 \) are similar, denoted as \( y_1 \approx y_2 \), and \( y_1 \) and \( y_2 \) are the search results from searching for “v” online. This example implies that two entities are similar if they have something in common (here, they have the same v).

More generally, given an attribute value sequence \( v_1, v_2, \ldots, v_n, \ldots \), then searching for each of them online, then \( s(v_1) = [v_1] = F(v_1), s(v_2) = [v_2] = F(v_2), \ldots, s(v_n) = [v_n] = F(v_n), \ldots \) If for any given \( \ell \in \{1, 2, 3, \ldots, n, \ldots\} \) such that \( v_\ell \approx v_{\ell+1} \), then \( F(v_\ell) \supseteq F(v_{\ell+1}) \cdot y_1, y_2 \in F(v_\ell) \) are said to be infinite similar when the given \( i \) is sufficiently greater in \( N \).
5.2 Weak and Strong Similarity

Given that sets $A_1, A_2, \ldots, A_n$ are an attribute sequence, where $n$ is an integer. $R$ is a relational database schema on these sets, denoted as $R(A_1, A_2, \ldots, A_n)$. Any instance of $R(A_1, A_2, \ldots, A_n)$ is a relation \[ r \] that is, an instance of $\forall \in R$. In a relational database, assume that the number of attributes $A_1, A_2, \ldots, A_n$ in a relation $R$ is finite. For example, there are more than 300 attributes used for matching the love relationship between individuals on a matching website. In some cases, $n > 1000$, in order to represent a piece of knowledge or information.

Now assume $R(A_1, A_2, \ldots, A_1)$ and $R(A_2, A_3, \ldots, A_n)$ are two relational schemas, where $N$ is an integer.

Definition 3.

$R_1$ and $R_2$ are said to be similar with respect to relational schema, denoted as $R_1 \approx R_2$, iff there exists an integer $0 \leq K_1 \leq N$ so that for any $i \leq K_1$, $A_i = A_{i+1}$. In this case, we call $R_1$ and $R_2$ are similar with respect to a relational schema.

This concept of similarity is at a relational database schema level. It is useful for designing a relational database.\[ ^{[19]} \]

Definition 4.

In a relational database, assume that $r(a_1, a_2, \ldots, a_n)$ is a relation, an instance of $R(A_1, A_2, \ldots, A_n)$. $r(v_{i1}, v_{i2}, \ldots, v_{in})$ and $r(v_{j1}, v_{j2}, \ldots, v_{jn})$ are said to be $K$-similar, denoted as $r(v_{i1}, v_{i2}, \ldots, v_{in}) \approx_r r(v_{j1}, v_{j2}, \ldots, v_{jn})$, iff for a given $K$, $0 \leq K \leq N$, such that $v_{ih} \approx v_{jh}$, where $k = 1, 2, \ldots, K$.

$K$-similarity is called as a weak similarity. It is weak because it is a kind of similarity at the record (row) level. This similarity is related to the data redundancy at the attribute level, and the record level, and therefore it is of practical significance in database management systems.\[ ^{[19]} \]

Example 2.

$r($Sex, Program, ID, Name, Age$)$ is a relational database, illustrated in the Table 1.

**Table 1. A student relational database.**

<table>
<thead>
<tr>
<th>Sex</th>
<th>Program</th>
<th>ID</th>
<th>Name</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>IT</td>
<td>160001</td>
<td>John</td>
<td>18</td>
</tr>
<tr>
<td>M</td>
<td>IT</td>
<td>160002</td>
<td>Peter</td>
<td>19</td>
</tr>
<tr>
<td>M</td>
<td>IT</td>
<td>160003</td>
<td>Lee</td>
<td>20</td>
</tr>
<tr>
<td>F</td>
<td>IT</td>
<td>160004</td>
<td>Liz</td>
<td>19</td>
</tr>
<tr>
<td>F</td>
<td>IT</td>
<td>160005</td>
<td>Lana</td>
<td>18</td>
</tr>
<tr>
<td>F</td>
<td>IT</td>
<td>160006</td>
<td>Bessie</td>
<td>19</td>
</tr>
<tr>
<td>F</td>
<td>IT</td>
<td>160007</td>
<td>Grace</td>
<td>20</td>
</tr>
</tbody>
</table>

Program oriented relation $P = \{ <\text{John}, \text{John}>, <\text{Peter}, \text{Peter}>, <\text{Lee}, \text{Lee}>, <\text{John}, \text{Peter}>, <\text{John}, \text{Lee}>, <\text{Lee}, \text{John}>, <\text{Peter}, \text{Lee}>, <\text{Lee}, \text{Peter}>, <\text{Lana}, \text{Lana}>, <\text{Bessie}, \text{Bessie}>, <\text{Grace}, \text{Grace}>, <\text{Lana}, \text{Bessie}>, <\text{Bessie}, \text{Lana}>, <\text{Lana}, \text{Grace}>, <\text{Grace}, \text{Lana}>, <\text{Bessie}, \text{Grace}>, <\text{Grace}, \text{Bessie}> \}$. Then $P$ is a $2$-similar relation. $P$ partitions the above table into two similarity classes, $[\text{John}] = \{\{\text{all the male IT students}\}\} \}$ and $[\text{Lana}] = \{\{\text{all the female IT students}\}\}$. This example implies that two male undergraduate students studying IT program at a university are similar.

Theorem 5.

$K$-similarity relation is a similarity relation.

Proof. To prove this theorem, it only needs to prove $K$-similarity relation is reflexive, symmetric, and transitive, based on Definition 2.

Assume that $r(v_{i1}, v_{i2}, \ldots, v_{in}), r(v_{j1}, v_{j2}, \ldots, v_{jn})$ and $r(v_{n1}, v_{n2}, \ldots, v_{nN})$ are row $i$, row $j$ and row $h$ of $r$, where $i, j, h \in \{1, 2, \ldots, N\}$. $K$ is an integer, $0 < K \leq N$.

1) For $k \in \{1, 2, \ldots, K\}$, $v_{ik} = v_{jk}$, then $r(v_{i1}, v_{i2}, \ldots, v_{in}) \approx r(v_{i1}, v_{i2}, \ldots, v_{in})$. This means that $K$-similarity relation is reflexive.

2) If $r(v_{i1}, v_{i2}, \ldots, v_{in}) \approx r(v_{j1}, v_{j2}, \ldots, v_{jn})$, then for any $k$, $1 \leq k \leq K$, $v_{ik} = v_{jk}$ or $v_{ik} = v_{jk}$. Then $r(v_{i1}, v_{i2}, \ldots, v_{in}) \approx r(v_{i1}, v_{i2}, \ldots, v_{in})$ holds. That is, $K$-similarity relation is symmetric.

3) If $r(v_{i1}, v_{i2}, \ldots, v_{in}) \approx r(v_{j1}, v_{j2}, \ldots, v_{jn})$ and $r(v_{j1}, v_{j2}, \ldots, v_{jn}) \approx r(v_{k1}, v_{k2}, \ldots, v_{kN})$, then for any $1 \leq k \leq K$, $v_{ik} = v_{jk}$ and $v_{jk} = v_{jk}$, that is, $v_{ik} = v_{jk}$. Then $r(v_{i1}, v_{i2}, \ldots, v_{in}) \approx r(v_{i1}, v_{i2}, \ldots, v_{in})$ holds. Therefore, $K$-similarity relation is transitive.

This theorem demonstrates that weak similarity is a similarity relation.

When $K = N$, then a $K$-similarity relation is said to be strongly similar. It is easy to prove.

Theorem 6.

If $r(v_{i1}, v_{i2}, \ldots, v_{in})$ and $r(v_{j1}, v_{j2}, \ldots, v_{jn})$ are strongly similar, then $r(v_{i1}, v_{i2}, \ldots, v_{in})$ and $r(v_{j1}, v_{j2}, \ldots, v_{jn})$ are $K$-similar,
where \(0 < K \leq N\).

Remark: Weak and strong similarities can facilitate saving, updating, and deleting data in a relational database. For example, if \(r(v_{ij}, v_{i2} \cdots, v_{in})\) and \(r(v_{ij}, v_{i2} \cdots, v_{jn})\) are strongly similar, then one of the two rows (records) is redundant, and should be deleted. Furthermore, weak similarity can be considered a kind of partial similarity with respect to a row, whereas strong similarity is a kind of the whole similarity with respect to a row.

5.3 Database with Infinite Attributes and Similarity-based Reasoning for Big Data

This subsection applies the concept of limit to explore searching for big data based on the limit of number sequence in calculus. It also delves into similarity-based reasoning for big data. More specifically, big data can be classified into two categories: one is database-based data, and another is NoSQL data. Then this subsection discusses similarity-based reasoning for database-based big data and NoSQL big data. They are the basis for non-computation-based similarity, similarity-based infinite reasoning.

NoSQL databases such as Google’s BigTable and Apache’s Cassandra use the key-value data model or attribute-value model. The attribute-value model consists of two data elements: an attribute and a value, in which every attribute has a corresponding value or a set of values. This can be considered as a simplified table different from the traditional tables that underpin the relational database. The simplified table in the NoSQL database consists of only three columns: AttributeID, Attribute, and Attribute value. For short, it is \((A_{ID}, A, V)\), where \(A_{ID}\) is the ID of attribute \(a \in A\), \(A\) is an attribute set, \(V\) is an attribute value set. The relationship between an attribute \(a \in A\) and attribute value is 1:M, that is, an attribute \(a \in A\) corresponds to a number of attribute values \(v \in V\). Generally, \(N\) is the set of natural numbers. For any \(i \in N, N = \{1, 2, 3, \ldots, n, \ldots\}, a_i \in A\) is an attribute, its attribute value is \(a_i(v)\).

When the cardinality of \(A\) equals to that of \(N\) that is, \(|A| = N\), then \((A_{ID}, A, V)\) is a relational database with infinite attributes.

A relational database with infinite attributes can be also defined as follows: let \(R\) be a relation. Its sequence of attributes is \(A_1, A_2, \cdots, A_n, \cdots\), where \(n\) is an integer, \(n \in N\). When \(n\) tends to infinity, \(R(A_1, A_2, \cdots, A_n, \cdots)\) is a relational database schema with infinite attributes. A relational database \(r \in R(A_1, A_2, \cdots, A_n, \cdots)\), \(r(a_1, a_2, \cdots, a_n, \cdots)\), is a relational database with infinite attributes iff it has a countable infinite attribute sequence \(a_i \in A\).

Definition 5.

For any given integer \(K\), if \(R_1\) and \(R_2\) are always similar with respect to relational schemas based on Definition 1, then we call \(R_1\) and \(R_2\) are infinitely similar with respect to a relational schema.

Definition 6.

Assume that \(r(v_{ij}, v_{i2} \cdots, v_{in})\) and \(r(v_{ij}, v_{i2} \cdots, v_{jn})\) are row \(i\) and row \(j\) of a relational database with infinite attributes, \(r(a_1, a_2, \cdots, a_n, \cdots)\). Then \(r(v_{ij}, v_{i2} \cdots, v_{in})\) and \(r(v_{ij}, v_{i2} \cdots, v_{jn})\) are said to be infinitely similar iff for any significantly big integer \(K \in N, a_{ik} = a_{jk}\), where \(k = 1, 2, \cdots, K\).

Theorem 7.

If \(r(v_{ij}, v_{i2} \cdots, v_{in})\) and \(r(v_{ij}, v_{i2} \cdots, v_{jn})\) are infinitely similar. Then they are \(K_i\)-similar for any \(K_i \leq K\).

From a practical viewpoint, only a few dozens of attributes or a few hundreds of attributes are not enough for characterizing an entity in the age of big data. This is the reason why we introduce a relational database with infinite attributes. The finite similarity in a relational database with infinite attributes paves the way from finite similarity to infinite similarity. This is useful for searching for big data and similarity-based search for a large database with infinite attributes. This is also useful for the development of human recognition because the practice in the finite world can be used to understand the infinite similarity in the infinite world.

6. A Logical Approach for Making Social Networking Services Big

Online social networking (OSN) services generate a big volume of big data. For example, YouTube generates 263 PB of big data yearly. This section presents a logical approach to making social networking services (OSN) big as a part of applying mathematics to big data.

An OSN like Meta (Facebook) launched an application “people you may know” to directly (online) acquire email addresses based on your registered email address. The principle of this acquisition is illustrated in Figure 1.

![Figure 1](image)

**Figure 1.** An intelligent technique of directly (online) acquiring email addresses based on a registered email address.
omnatically exposed to the OSN. The OSN can automatically and regularly visit the registered email box, scan all the emails, extract information of email addresses that one has used, received, and sent, and then collect all of the email addresses away and store them in the Global email address base, as shown in Figure 1. Then the OSN can use any of the email addresses to contact the “friends” that s/he has used email to communicate with, the names have been in the email address base.

Friending is a marketing strategy of the OSN like Facebook and WeChat. It does not care if it is private to you. The friend mechanism of Facebook automatically invites your “friends” to join Facebook using “Selected people you may know”. All these illustrated in Figure 1 are automatically realized using intelligent agents [3]. This is the reason why the leader of OSN or OSN services advises that you need not care about your privacy. If everyone opposes the invasion of his or her email address base for other purposes at the early time of Facebook, then Facebook would be disastrous. However, the social norm is just something that has evolved over time. One enjoys the services provided by OSN like Facebook and WeChat as well as TikTok, s/he has to sacrifice some privacy.

Assume that your email address base is $E$, $F$ is your correspondence name base with respect to email communications, that is, for any name $f \in F$, there at least exists an email address $e \in E$, $e$ is the email address of $f$. This means that any person that contacted you using email is your friend from a viewpoint of an OSN like Facebook, his or her email address is in $E$, and his or her name is in $F$. Now we have a virtual friendship, or email-based friendship as a binary relation, denoted as $eF$. $eF$ is similar, because 1) You can email yourself. Then, $eF$ is reflective. 2) If you can email anyone in $E$, then he or she can email you, then $eF$ is symmetric. 3) If you can email your friend $x$, and your friend $x$ can email his or her friend $y$, then you can email friend $y$, then $eF$ is transitive.

The symmetry of $eF$ makes everyone share the information in a symmetrical way. The transitivity of $eF$ can make an OSN like Facebook market its services and acquire new customers, new Facebook friends. This is why an OSN can become globally popular within a short time.

A marketing strategy aims to acquire new customers, select customers, extend customers and retain customers profitably [10]. Now a logical approach to the marketing strategy of the OSN is presented below, based on Figure 1. Let $P(f)$: $f \in F$ be a person. $N(e)$: $e$ is an email address.

1) $P(f_0)$ ($f_0$ has registered as a member of OSN like Facebook)
2) $P(f_0) \rightarrow N(e_0)$ ($f_0$ submitted the email address $e_0$ to OSN)
3) $N(e_0)$ (The email address has been saved to OSN’s global email address base) (1, 2) modus ponens
4) $\forall x(N(e_0) \rightarrow N(e))$ (Your contacted email address)
5) $N(e_0) \rightarrow N(e)$ (Remove the qualifier)
6) $N(e)$ (3, 5) (modus ponens)
7) $\exists f(N(e) \rightarrow P(f))$ (For any given email address, it corresponds to a person $f$)
8) $N(e) \rightarrow P(f)$ (Remove the qualifiers)
9) $P(f)$ (6, 8) (modus ponens)
10) $\exists fP(f)$ (Add the qualifier)

Then the OSN saves the information of $P(f)$ and tells you, “You may know $P(f)$”. This logical approach implies that if $f_0$ is an OSN user, then the OSN can contact and attract all persons $P(f)$, $f \in F$, to become the OSN users. For example, if an average individual has 100 correspondence names. Then the OSN uses “You may know $P(f)$” to contact and attract all the corresponded persons five times one after another, exponentially, and then can attract $(100)^5 = (10)^{10}$ persons to become its users. Therefore, this automatic marketing approach brings about a bursting (exponential) increase of the OSN users just as Facebook has done in the past decade.

It should be noted that ResearchGate (https://www.researchgate.net/) has also used the technology based on the above-mentioned principle and logical approach. However, WeChat (www.wechat.com) have not mastered such a technology to attract its registered users to self-willingly expose their own privacy after submitting their email address to WeChat. They still use traditional viral marketing for promoting their business. Viral marketing is based on a fact that a WeChat user invites his or her friends to use WeChat so that there are over 1 billion monthly active users in the WeChat world.

7. Related Work and Discussion

A number of scholarly research publications on big data have been mentioned in the previous sections. This section will focus on related work and discussion on a mathematical theory of big data.

Shannon’s landmark article titled “A mathematical theory of communication” [35], provides the basis for information theory and has facilitated the lasting development of information science and technology since then. However, no articles titled a mathematical theory of big data have appeared so far. This inspires us to develop this article, which is an endeavor in this direction. This is also an extension and generalization of our early work from a mathematical foundation to a mathematical theory [9].

Google searches for “mathematics of big data” found about 32,100 results (27 November 2016, when this section was first written) and about 95,500 results (on April
20, 2022, when this section is updated). These results include courses offered by universities, workshops, and presentations on the mathematics of big data or data science. This means that mathematicians have paid attention to the dramatic development of big data and attempted to provide a mathematical approach to big data. For example, Laval has been developing a course on the mathematics of big data since 2015 [6,36]. The course provides students with mathematical techniques used to acquire, analyze, and visualize big data (e.g., using MATLAB) [37]. The workshop on mathematics in data science was held in 2015 in the USA [38]. Its objective is to explore the role of the mathematical sciences in big data as a discipline. Peter delivered a presentation on mathematics in data science at ICERM [17,41].

A Google scholar (www.scholar.google.com.au) searched for “mathematics of big data” in November 2016, when this section was first written, there were no searched article titles or book titles including “mathematics of big data”. A Google scholar search for “mathematics of big data” was conducted on April 25, 2018 to update this research, and found that there were only 22 search results. A Google scholar search for “mathematics of big data” found 82 results on April 20, 2022. Four search results out of 22 are particularly worth discussing here. They are 1) Introduction to the Mathematics of Big Data [39,42]. 2) A Mathematical Foundation of Big Data [9]. 3) A Book on Applied Mathematics [40,43]. 4) The recently published book on mathematics of big data [44].

The first is a course description for the course with the same name. This course has been offered since 2015 [37,39,42]. It gives a short overview of big data and discusses the issues associated with big data with some answers.

The second [9] examines big as an operation, the cardinality of big data, and explores a mathematical approach to searching big data. However, the work of Sun and Wang [9] lacks logical approach and other mathematical approaches that are necessary for developing a mathematical theory of big data. This article updates and generalizes some of its results, and further explores infinite similarity and logical approach to online social networking platforms.

The third states that the mathematics of big data can provide theories, methods, and algorithms for processing, transmitting, receiving, understanding, and visualizing datasets [40,43].

The last is a book focusing on applications and practices of spreadsheets, databases, matrices, linear algebra, and graphs and for processing big data [44].

Big data is a market-inspired brand and research field. It seems to lack rigorous research from a perspective of mathematics. This is similar to social computing which “benefits from mathematical foundations, but research has barely scratched the surface” [45]. The above discussion implies that there is still a long way to go to develop the mathematics of big data as a discipline. This article provides an attempt to explore a mathematical theory for big data based on the work of Sun and Wang [9] and motivated by C. E. Shannon [33]. More theoretical work will be undertaken to develop a mathematical theory of big data and big data analytics.

Fuzzy sets and fuzzy logic [29,32] have been used to explore the relativity of big data and showed that one should have inclusiveness in exploring big data so that everyone can get benefit from the research and development of big data with applications. Furthermore, two big characteristics of big data are big volume and big veracity [9]. The big volume of big data is fuzzy in essence. The big veracity is related to the ambiguity and incompleteness of big data [46]. Fuzzy logic and fuzzy sets have developed a significant number of methods and techniques to address ambiguity and incompleteness of data, and therefore they will play a significant role in overcoming ambiguity and incompleteness of big data [30,32,47].

8. Conclusions

The objective of this article is to apply mathematics to treat a few fundamental problems of big data and develop a mathematical theory of big data. To this end, it explores the volume of big data with the cardinality theory. It provides a mathematical foundation for searching for big data with the set theory. It reveals the relativity of big data with fuzzy logic and fuzzy sets theory [29]. It presents a similarity-based approach to big data by investigating finite and infinite similarity, the weak and strong similarity of big data, and similarity-based infinite reasoning. It also presents a logical approach to marketing strategy for online social networking platform services. The research contributes to the literature along three dimensions: 1) Cardinality of big data is the same as the cardinality of all the real numbers. 2) The relativity and infinity are two big characteristics of big data besides the ten big characteristics of big data [8]. The relativity of big data leads to the continuum from small data to big data, big data-driven small data analytics becomes statistically significant for further research and development of big data [10]. The infinity of big data leads to the exploration of infinite similarity of big data. 3) A logical foundation for revealing the secret behind the success of Meta (Facebook) and other social networking platforms or services will lead to logical methods for big data and big data analytics besides machine learning and deep learning [2,3]. The proposed
approach in this article might facilitate the research and development of big data, big data analytics, big data computing, data science, and data intelligence.

The mathematic theory for big data, analytics, and processing is a very important issue that is worthy of paying great attention to study. A mathematical theory of big data should also include addressing the following questions: What is a fuzzy-logic theory of big data? What is a similarity-based theory of big data? What is a calculus of big data? What is the cyclic model of big data reasoning? All these require further deep investigation in the near future. We will present the calculus of big data, the calculus of analytics, and big data reasoning as research results soon.

Optimization has drawn increasing attention in the field of big data in general and big data analytics in particular [22], because it is the foundation of big data predictive analytics in general and big data prescriptive analytics. In future work, we will examine the process of optimization for big data descriptive analytics taking into account the life cycle of business process-oriented big data analytics.
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