ARTICLE

Beyond Bloom’s: Students’ Perception of Bloom’s Taxonomy and its Convolution with Cognitive Load

Andrea J. Phillips    Jace C. Briggs    Jamie Lee Jensen*

Department of Biology, 4102 LSB, Brigham Young University, Provo, UT 84602

ABSTRACT

Bloom’s taxonomy is widely used in educational research to categorize the cognitive skills required to answer exam questions. For this study, we analyzed how students categorize exam questions (high-level question or low-level question,) gathered data as to their rationale for categorization, and compared their categorizations to those of experts. We found that students consistently rank high-level questions incorrectly. We analyzed student reasons for their categorizations, and found that for many of the incorrectly categorized questions the students referred to reasons related to Cognitive Load Theory. This shows that cognitive load prevents students from accurately assessing the cognitive level of an exam question. Thus, extra cognitive load in exam questions may prevent those questions from accurately measuring the skills and knowledge of the student. This points to the need for instructors to eliminate cognitive load from their exams.
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1. Introduction

A guiding framework by which to create assessment items is Bloom’s Taxonomy of the Cognitive Domain [1]. Bloom’s Taxonomy was originally designed to allow assessment practitioners to speak a common language when referring to assessment items and/or the learning goals of a course or curriculum [2]. Originally published in 1956 as the Taxonomy of Educational Objectives: The Classification of Educational Goals, Handbook I: Cognitive Domain [3], it was intended to be a cumulatively hierarchical system by which to rate the cognitive processes used to solve any given assessment item.

In 2001, Anderson and Krathwohl [2] revised the taxonomy to reflect a more active approach to the cognitive skills, replacing the nouns in the original taxonomy with verbs (see Figure 1). In addition, they created a two-dimensional table incorporating both knowledge and the cognitive process domains to facilitate the categorization of assessment items (see Table 1). Typically, educational professionals refer simply to the cognitive process dimension when categorizing items. In fact, it has become common practice within most major textbooks in the sciences to label assessment items at the ends of chapters or in test banks and online tutorials using this system.

Bloom’s levels are often associated with difficulty in relation to the cognitive tasks required to successfully complete the item. It is commonly accepted that the first two levels of Bloom’s (Remember and Understand) require very little understanding and cognitive activity. These are commonly referred to as lower-order cognitive skills (LOCS); whereas, the application level and above require deeper conceptual understanding and higher-order cognitive skills (HOCS) to solve [4,5]. Difficulty, in this
respect, however, is often conflated with performance \cite{6,7}. Some researchers have shown that students perform better on lower-level items and worse on higher-level items \cite{8,9}. However, student performance on an item frequently does not reflect the actual cognitive difficulty assigned by Bloom’s Taxonomy \cite{10}.

Some have suggested that perhaps other criteria can contribute to the overall difficulty or cognitive demand of assessment items, from the processes involved to the cognitive level of the concepts being assessed. Nurrenbern and Robinson \cite{11} suggest that familiarity with processes may play a role in item difficulty. They proposed that questions be divided into three levels: those that require simply recalling information (Recall), those that require the student to apply a common or familiar calculation or formula (Algorithmic) and those that require students to blend several pieces of information and transfer them to a new situation (Higher-order).

In regard to the content knowledge being assessed, Lawson and others \cite{12} have suggested that there are varying levels of concepts that increase in difficulty hierarchically, the acquisition of which is highly dependent on a students’ cognitive developmental level. The first level is descriptive and consists of concepts whose meanings come directly from experience, e.g., environmental factors, food chains, and populations. The second level is hypothetical and consists of concepts whose meaning may be theoretical but could be observed directly if the time frame was extended, e.g., species, limiting factors, and evolution. The third level is theoretical and consists of concepts whose meaning cannot be directly observed but must be implied from indirect observations, e.g., osmosis, genes, and photosynthesis. Lawson et al. found that as the level of concept increased, the knowledge of this concept among students decreased. Thus, the difficulty of an item may be influenced by the level of the conceptual materials that must be recalled to perform at any of the levels of Bloom’s Taxonomy.

The purpose of this research was to determine how students categorize the Bloom’s level of exam questions, as well as to gather qualitative data as to their methodology for categorization. We also wanted to compare student ratings of question difficulty to their actual performance on the questions. From this data, we hoped to answer the following questions:

1) Do students and experts rate Bloom’s items the same?
2) Does questions difficulty correspond to student or instructor ratings?
3) Do students offer any additional explanation for their ratings?

![Figure 1. The Revised Bloom’s Taxonomy of Educational Objectives.](image)

<table>
<thead>
<tr>
<th>Knowledge Dimension</th>
<th>Cognitive Processes Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factual</td>
<td>Remember</td>
</tr>
<tr>
<td>Conceptual</td>
<td>Understand</td>
</tr>
<tr>
<td>Procedural</td>
<td>Apply</td>
</tr>
<tr>
<td>Meta-cognitive</td>
<td>Analyze</td>
</tr>
<tr>
<td></td>
<td>Evaluate</td>
</tr>
<tr>
<td></td>
<td>Create</td>
</tr>
</tbody>
</table>

2. Methods

2.1 Ethics Statement

We were granted permission to use human subjects in this study our institution’s Institutional Review Board for Human Subjects. Written consent was provided by all students participating in this study.

2.2 Participants

Participants for this study, ranging from freshman to senior undergraduates, were recruited from an introductory, non-science majors’ biology course that is part of the General Education Requirements of the University and is taken by all non-science majors. This study was conducted over three semesters, for a total of 30 groups of students, consisting of 2 – 3 students each; responses were reported by consensus of the group, hence 30 collective responses were recorded. Count of groups was recorded, but to maintain anonyrnity, the exact student count and student roll was discarded after credit was given.
3. Research Design

The research was designed to answer three research questions:

1. Do students and experts rate Bloom’s questions the same?
2. Does Question Difficulty Correspond to Student or Instructor Ratings?
3. Do Students Offer Any Additional Explanation for Their Ratings?

To answer these questions, students were asked to analyze the final exam of the course they had just finished, prior to receiving any feedback, and offer their interpretations of the difficulty of the questions and the thinking skills required to answer them.

3.1 Procedure

Students participated in the entirety of the course that was taught with student-centered pedagogy[13], and met 3 times a week for 50 minutes each class period. Each unit of the class began with exploratory activities, followed by vocabulary word introduction and concept application activities. Following the final exam but before the students had received feedback (i.e., they had not received their scores), students were recruited to participate in this study. Students voluntarily participated, with the incentive of a small amount of extra credit and free food.

The students were divided into small groups of 2-3, and were given instructions on how to complete the given task, including a brief description of the difference between declarative (content-based) and procedural (skill-based) knowledge[14], along with a few examples of content questions and the skills needed to answer those questions. The students were not given a description of Bloom’s taxonomy or the difference between HOCS/LOCS to avoid influencing student answers. Students were instructed to examine each exam question, and report on the following criteria for each item:

a. What content was required and what was the difficulty of that content (easy vs. hard)
b. A description of why they classified the content as easy or hard
c. What thinking skills were required (what your brain had to do) to answer the question
d. Whether those thinking skills were easy or hard
e. A description of why they classified the skill as easy or hard

An example of the student rating sheet is shown in Table 2.

Table 2. Student rating sheet provided to the student volunteers.

<table>
<thead>
<tr>
<th>Item #</th>
<th>Content (Concepts and Terms)</th>
<th>Thinking Skills (What your brain had to do)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>List Easy Hard Why?</td>
<td>List Easy Hard Why?</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After completing their rating task, students were thanked for their time and given their extra credit. No further contact was made with students.

3.2 Measures

3.2.1 Final Exam

The final exam for the course was cumulative, with no time limit, and no outside resources permitted. It was administered during the last week of the semester in the university testing center. While the concepts covered in the exam were covered during the semester in both class activities and exams, the items on the final exam were unique. The exam contained 41 multiple-choice questions over the content. Twenty-one of these questions required higher-order cognitive skills (HOCS,) and 20 of these questions required lower-order cognitive skills (LOCS) as ranked by experts. Expert ratings (HOCS/LOCS) were decided by a set of three researchers trained in the categorization of Bloom’s levels[15]. Raters discussed each question until they came to 100% agreement on its ranking.

3.2.2 Bloom’s Ratings

Four independent researchers analyzed student rating cards to recategorized thinking skills listed by students into either LOCS for easy thinking skills (Remembering-Understanding) or HOCS for hard thinking skills (Applying-Creating). Categorizations were discussed until agreement was reached. These independent researchers consisted of the lab principal investigator (PI) and three undergraduate researchers trained in Bloom’s Taxonomy and in educational research designs over the course of six months. This group of independent researchers also established the ‘expert’ rating using Bloom’s Taxonomy as a guide.

3.2.3 Item Difficulty

The difficulty of each exam question was defined by the proportion of students who answered the question correctly (i.e., the higher the number, the less difficult the ques-
tion). Students’ perception of difficulty was determined by the number of groups that rated the item as easy divided by the total number of groups, i.e., the higher the number, the easier they perceived the question to be.

3.2.4 Additional Explanations

We used content analysis to explore the different explanations given by students (explaining the reasons why they rated the skills required by a question as easy or hard). Explanations were reviewed by the three independent undergraduate researchers mentioned previously. Explanations that related directly to the Bloom’s taxonomy level of the question were excluded, as we were interested in the reasons given that were not related to Bloom’s taxonomy level. The remaining explanations were grouped according to common themes. The independent researchers, along with the lab PI, then came together to compare common themes.

4. Statistical Analyses

4.1 Do Students and Experts Rate Bloom’s Questions the Same?

To answer our first question, student ratings (LOCS or HOCS) were compared to expert ratings to determine agreement. A Chi-squared analysis was used to determine how many groups needed to agree to not be due to random chance. It was found that 21 out of 30 groups needed to agree with experts to be statistically considered full agreement on the cognitive level of a question. From there, bins were created to represent level of agreement from fully agreed to fully disagreed with experts on the question categorizations. These bins are shown in Table 3, along with the number of groups required to fall into each category.

Table 3. Number of groups required to be considered at a certain level of agreement with expert ratings.

<table>
<thead>
<tr>
<th>Level of Agreement with Expert</th>
<th>Number of Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agree</td>
<td>21 or more</td>
</tr>
<tr>
<td>Somewhat Agree</td>
<td>17-20</td>
</tr>
<tr>
<td>Ambiguous</td>
<td>14-16</td>
</tr>
<tr>
<td>Somewhat Disagree</td>
<td>10-13</td>
</tr>
<tr>
<td>Disagree</td>
<td>9 or less</td>
</tr>
</tbody>
</table>

4.2 Does Question Difficulty Correspond to Student or Instructor Ratings?

To answer our second question, the difficulty of each exam question was determined. The relationship between the actual question difficulty and the student perception of question difficulty was determined by running a Pearson’s product-moment correlation and a paired-samples t-test. Then, a logistic regression was run to determine whether the question difficulty (as determined by actual student performance) predicted expert ratings of Bloom’s level (HOCS/LOCS).

4.3 Do Students Offer Any Additional Explanation for Their Ratings?

To answer our third question, themes recorded by more than one reviewer were kept, and their frequency recorded. Themes related to cognitive load theory were most frequently mentioned, so a logistic regression was performed to determine whether the mention of themes related to cognitive load were predictive of the expert categorization of the question’s Bloom’s level. Then, an ANOVA was conducted to determine whether mention of cognitive load was related to the student perception of content difficulty (easy vs. hard). A second ANOVA was conducted to determine whether mention of cognitive load was related to student perception of skill level (HOCS/LOCS). Finally, a third ANOVA was conducted to determine whether mention of cognitive load was related to the actual question difficulty as determined by student performance.

5. Results

5.1 Do Students and Experts Rate Bloom’s Questions the Same?

To answer our first question, we compared student ratings of Bloom’s level (HOCS or LOCS) with expert ratings (Figure 2). We found that student and expert ratings were in higher agreement on LOCS questions than HOCS questions. We found that of the 20 expert-rated LOCS items, students were in agreement on 19 of them. However, on the 21 expert-rated HOCS questions, students only agreed on 9 of them, rating many of them as LOCS items.

Figure 2. Level of agreement between ratings (higher-order HOCS or lower-order LOCS) given by students and experts, and the number of questions falling into each category out of 41 total questions.
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5.2 Does Question Difficulty Correspond to Student or Instructor Ratings?

To answer our second question, we ran a Pearson’s product-moment correlation to determine the relationship between student perception of content difficulty and their actual performance on the exam. Question difficulty in this case is defined by the proportion of students who answered the question correctly. We found a linear relationship with a moderate positive correlation between content difficulty and student performance, \( r(39)= 0.393, p<0.05 \), with perceived question difficulty explaining 15.4% of the variation in student performance (Figure 3). A paired-samples t-test shows that students rated questions as significantly less difficult (\( M=0.66, SD=0.25 \); i.e., the percentage of groups that rated the item as easy) than their actual performance (\( M=0.52, SD=0.24 \)), \( t(40)=3.23, p=.003 \).

![Figure 3.](image)

5.3 Do Students Offer Any Additional Explanations for Their Ratings?

To answer our third question, we reviewed the students’ explanations behind their categorizations of difficulty in skills needed to answer the question to look for any common themes. The themes mentioned are summarized in Table 4. The responses given by students could be grouped into 3 categories: difficulty related to cognitive load \({}^{[16]}\), difficulty due to multiple correct answers \({}^{[6]}\), and ease due to familiarity \({}^{[4,17]}\).

Within the category of difficulty due to cognitive load, there were 4 common subthemes that related to cognitive load theory, which we will illustrate with student quotes. The first was that the question required extensive reading or took a long time to complete. One group commented that an item “takes time to understand what is going on and at this point, [my] brain is kind of shut-down.” Another commented that an item was a “longer, wordy question.” A second theme was that the question required sorting through relevant and irrelevant information. One group commented that an item “requires an ability to separate important and non-important information.” Another group commented that an item “took too long and required separation of important info and fluff.” And another said that the item “included information that wasn’t necessary which was confusing.” A third theme was that the question required multiple steps to solve. One group commented that the item required students to “understand multiple diagrams [and] go back and forth between questions and diagrams”. Another group said that there were “a lot of steps involved, not just memorization.” Another group said, “There’s a lot of steps we had to take.” A fourth theme was that the question required the recall of multiple concepts. One group made the comment that to solve an item, you “had to combine a lot of concepts to know the answer.” Another group commented that, in order to solve the problem, you “had to know properties of a lot of topics making you have to think about chemistry.” And another group said that an item required them “to apply a lot of principles.”

Students who found the item difficult due to multiple correct answers made comments such as, “[the] directions made it hard to distinguish which answer could be right,” or “[we] couldn’t quite understand the difference between the choices,” or “options were all really close to the answer; had to choose ‘most correct’ answer.” Those who found the item easy due to familiarity said things like, “It was covered in class and all needed info was easily studied”, or “we used oxygen a lot in class as an example” (referring to a problem involving oxygen’s electronegativity), or “[it was easy] because they were defined in class [or] learned in high school.”

6. Discussion

6.1 Summary of Findings

We set out to answer three research questions by asking students to analyze and offer feedback on the final exam,
specifically commenting on the difficulty of items and the cognitive skills required to solve them.

6.2 Do Students and Experts Rate Bloom’s Questions the Same?

Our results show that students consistently rate LOCS the same as experts. As LOCS questions tend to require only recall from students, it follows that students should be able to accurately rate these questions as LOCS, even if they are unable to choose the correct answer. However, students did not show the same consistency in their ranking of HOCS questions, nor do their ratings of HOCS align with expert ratings. Student inability to correctly identify the cognitive skills required in HOCS questions may be due to the higher cognitive level of the questions themselves. Additionally, students’ incorrect perception of the cognitive level of a question is arguably due to cognitive load. Longer passages, multiple steps, or the integration of multiple concepts may lead students to believe that a question requires higher cognitive skills than it does. On the other hand, students may incorrectly rank HOCS questions as LOCS due to the familiarity of a question. Formulaic questions may be perceived as lower-order by students because they have been frequently exposed to those question types during class.

6.3 Does Question Difficulty Correspond to Student or Instructor Ratings?

Before discussing this question, it is prudent to reassert the distinction between Bloom’s level and the difficulty of a question. While Bloom’s rating (HOCS or LOCS) corresponds to the level of the cognitive skills required to correctly answer the question, question difficulty refers to the difficulty of the content being tested. Therefore, the difficulty of the question refers to the number of students who answer the question correctly. While this distinction is important, it is worthy of mention that HOCS questions tend to be more difficult than LOCS questions by virtue of the higher cognitive skills required to answer them correctly.

Our data shows that students consistently rated questions as being easier than they were. Previous research supports that students are often overconfident about their abilities[18]. Upon analyzing the difficulty of test questions, we found that question difficulty does not correspond to the students’ HOCS/LOCS categorization of that question. Considering the distinction between Bloom’s level and question difficulty discussed above, this is not surprising.

Contrary to student ratings, we found that expert ratings of Bloom’s level did correspond to question difficulty, though it did not account for much variation in student performance. Only 13% of the variation in student performance on test questions was accounted for by the Bloom’s level of test questions. The reasons for this finding bring us to our final research question.

6.4 Do Students Offer Any Additional Explanation for Their Ratings?

When asked why they ranked questions as HOCS or LOCS, students gave several reasons for their ratings, falling into the following categories: High-level for reasons related to Cognitive Load Theory (i.e. there was a lot of reading involved, both relevant and irrelevant information was presented, the question required multiple steps, or the question required integration of multiple concepts)[16]; High level because there were multiple potentially correct answers presented (multiple answers could be argued for) [6]; or low-level because the question was algorithmic—in other words, familiar questions seemed easier to answer [4,17].

6.5 Theoretical Implications

There have been multiple taxonomies or classifications used in analyzing the cognitive level of assessment items. Bloom’s Taxonomy [3] is one of the most salient classifications in the literature. Bloom’s Taxonomy was origi-
nally designed to allow assessment practitioners to speak a common language when referring to assessment items and/or learning goals of a course. The aim of the taxonomy was to classify items based on the cognitive processes required by the item. It was originally intended to be hierarchical in terms of complexity \cite{19}. However, some have suggested that only the first three levels are hierarchical, while analyze, evaluate, and create are not \cite{40}. It was not, however, intended to be a measure of difficulty. In fact, some categories may overlap with higher categories having easier questions on occasion than lower categories. This is well supported by empirical evidence \cite{19}.

Zoller \cite{6} simplified the taxonomy, grouping memorization and recall items into the broad category of lower-order cognitive skills (LOCS) and application, analysis, and evaluation of concepts as higher-order cognitive skills requiring a deeper conceptual understanding. It has been suggested by some that HOCS tend to be more difficult items \cite{9,9} while others have shown little association between level of question and student performance \cite{21}. This suggests that other factors, other than the level or complexity of the cognitive skill, may be at play.

Lemons and Lemons \cite{9} investigated this issue from a faculty perspective and found several additional factors that faculty perceived to influence the ‘level’ of a question that went beyond Bloom’s Taxonomy. Those items included difficulty, the time required to solve the problem, student experience with the problem, and how many correct or semi-correct answers were presented.

Our study suggests that, from a student perspective, there are indeed other factors at play in influencing the complexity of an assessment item. Our students perceived three factors that influence item difficulty: cognitive load, multiple correct answers, and familiarity. Cognitive load refers to the mental procedures happening during the learning process \cite{23} but it is not often applied to the mental procedures occurring during test taking. We would suggest that the addition of a cognitive load component to a taxonomy of assessment items would allow a greater depth of classification. Students in our study offered several characteristics of a problem that could contribute to overall cognitive load: extensive reading, the need to sort through relevant and irrelevant information, the requirement of multiple steps to solve a problem, and the need to recall several concepts at once.

Other studies have shown similar findings. Several have shown that the time required to complete a task is often associated with difficulty \cite{23}, or that context or framing of an item can play a large role in its difficulty \cite{24-26}, or that items requiring students to reason across levels of organization cause more difficulty \cite{27,28}. With regard to familiarity, cognitive load theory would suggest that if a student has a schema for the particular problem, it becomes much less difficulty \cite{23}. Mesic and Muratovic \cite{27} suggest that the automaticity of knowledge structures can play a role in difficulty, those items with higher automaticity being more familiar and therefore easier.

### 6.6 Practical Implications

Our results should draw attention to the fact that there are many other factors, beyond Bloom’s Taxonomy, that should be considered when writing assessment items. Instructors can often introduce additional cognitive complexity unintentionally by increasing the cognitive load of a question with complex scenarios or the additional of superfluous information. Certainly, it is not a bad thing to teach students to wade through information to find what is salient, to be able to quickly identify necessary data, to make sense of a potentially convoluted scenario, or to hold multiple concepts in their working memory at the same time. These are all skills that are necessary in real life situations where complex problems are never straight-forward. However, to achieve alignment between assessments and learning outcomes, it is necessary for instructors to recognize the additional skills that are necessarily built in to their assessment items related to cognitive load and to explicitly (or implicitly) teach these skills as part of their class instruction.

To make this alignment process easier, we would suggest the need for a new taxonomy that combines Bloom’s Taxonomy skills with factors of cognitive load, levels of familiarity, and complexity of the problem context. With this new taxonomy, instructors can better define expected learning outcomes and design assessment items to align with these.

### 6.7 Limitations

A few limitations should be taken into consideration when interpreting these data. First, responses were gathered in groups, rather than from individual students. We hope that this means that responses were a consensus of the group; however, it is possible that one or two individuals in a group dominated the opinions of others. Thus, the actual proportion of responses may be less representative of the whole group. Further study should be done on a larger proportion of students. In addition, the institution where this data was collected is a highly selective private institution and as such represents a group of students that may not be comparable to open-enrollment public institutions. Items that were perceived as easy at this institution may not be comparable to open-enrollment public institutions.

Interestingly, our students still consistently ranked items
easier than their actual performance showing an over-estimation of their abilities, something common to most students. It would be fruitful to run a similar study at more institutions representing a broader range of student bodies. Lastly, student responses to prompts were often brief and not in full sentence form. Depth could have been added to these responses by being able to interview students and get further clarification on their answers. A video transcript of student discussions in the future may lead to deeper and more meaningful breadth to form a better taxonomy.

8. Conclusion

The reasons given for students’ rankings help us to account for the remaining variation in student performance on exam questions. As instructors, we wish to assess the content knowledge of our students and their ability to apply complex cognitive skills to the content, not their ability to perform well on exams when cognitive load is a major factor. Eliminating excess cognitive load from exams allows instructors to accurately assess conceptual understanding. Alternatively, perhaps it is our goal to help students manage the cognitive load associated with finding reliable information or solving complex problems in today’s world. In this case, it behooves instructors to be aware of and more explicit about these additional learning goals. Future research may offer valuable insight into how the presence of cognitive load impacts the accuracy of student ratings of Bloom’s level. Additionally, a modified classification framework that takes cognitive load into account when categorizing exam questions may be prudent to offer greater accuracy to both our analysis of exam questions, and the ability of exams to accurately measure student conceptual knowledge.
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